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“The wise are not wise because they make no mistakes. They are wise because they correct their mistakes as soon as they recognize them.”

Orson Scott Card, Xenocide

“Knowledge is just an opinion that you trust enough to act upon.”

Orson Scott Card, Children Of The Mind

“Test can’t measure what really matters.”

Orson Scott Card, Speaker for the Dead
Abstract

Opinionated, Natural Language Generation (NLG)

by Tomer Cagan

In this work we address natural language generation (NLG) in the context of social media. As more of today’s communication is being conducted online, the importance of understanding and communicating with online users is becoming increasingly important for businesses, governments and non-profit organizations. Furthermore, a lot of casual, day-to-day, interpersonal interaction has moved from traditional mediums to the virtual world, which in turn places more significance on the research of online interactions.

In this work we aim to create computer generated texts that seem natural and human-like while also being opinionated and expressive. Relying on state of the art technique for analyzing and understanding texts, concentrating on sentiment and topics, we define and build a user model for an online responder and then explore different ways to generate human-like and relevant responses.

First, we build a template-based system that automatically generates replies to online documents. The system uses hand-crafted grammatical templates with placeholders for referring expressions, which are dynamically filled according to the relevant online context. We present a Turing-test like method of evaluating the resulting responses and show that we could get close to human responses quality. Specifically, we show that including world-knowledge in response generation increases its human-likeness and that responses with a more positive sentiment are considered more computer-like. On the other hand, we empirically observed a clear learning effect – where human readers learn to identify computer-generated responses over time. This effect stems from the low variance of the template-based approach.

To address the shortcoming of the template-based approach, and in particular, its low variance and close tie to specific domains, we designed a data-driven system that is based on a grammar-based generation architecture. We develop several types of grammars for generation; (i) a simple probabilistic context free grammar (PCFG), (ii) a lexicalized grammar akin to Collins (1997), and (iii) a relational-realizational grammar (RR), based on Tsarfaty and Sima’an (2008).

We compared the grammars using a similar Turing-like evaluation test and automatically evaluated compactness, fluency and sentiment agreement of the responses. We find that the relational-realizational grammar is more compact and yields better responses when evaluated with language model. The lexicalized grammar shows higher sentiment agreement but outscores the RR grammar by small margins. Next, we showed that by including the topic model in the response generation, we are able to get more relevant responses. In online human-likeness evaluation survey we get a slightly different results in which the lexicalized grammar out-performs the other two grammars.

The contribution of this thesis is hence manifold. We introduce a novel task of opinionated NLG, and provide 2 general architectures for generation of opinionated responses. We release a new decorated dataset for inducing grammars, and introduce novel evaluation methodologies. Our results provide new insights concerning key differences between human-generated and computer-generated responses in the
hope of inspiring further research and more sophisticated modeling of Opinionated NLG research.
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Chapter 1

Introduction

Written texts in digital media are quickly becoming the prevalent, if not preferred, communication method of many people nowadays. Social network traffic (posts, tweets), comments in news sites, and the ever present chat applications, are all common examples of interpersonal communication conducted online. These new media, and general online user-generated content, is enabling effective human interaction; so much so that many of our day-to-day interactions are conducted online (Viswanath et al., 2009).

Such online interaction in social media fundamentally changes the way businesses and consumers behave (Qualman, 2012), can be instrumental to the success of individuals and businesses (Haenlein and Kaplan, 2009), and even affects the stability of political regimes (Howard et al., 2011; Lamer, 2012). This state of affairs forces organizations (businesses, governments, and non-profit institutions) to be constantly involved in the monitoring of, and the interaction with, human agents in digital environments (Langheinrich and Karjoth, 2011).

Automatic analysis of user-generated online content benefits from extensive research and commercial opportunities. In natural language processing, there is ample research on the analysis of subjectivity and sentiment of content in social media. The development of tools for sentiment analysis (Davidov, Tsur, and Rappoport, 2010), opinion mining (Mishne, 2006), and many more, currently enjoys a wide interest and exposure. Unlike the analysis efforts, we see less work on generating texts in the context of social media and online interaction. A study by Ritter, Cherry, and Dolan (2011) addresses the generation of responses to short natural language texts (tweets) as a machine-translation problem in a data-driven setup, and uses user surveys for evaluation. A study by Hasegawa et al. (2013) modifies Ritter’s approach, adding the goal of producing responses that should elicit emotions in the addressees. In both studies, the generated responses echo-out the original text and do not target particular topics. Furthermore, the generated responses do not carry explicit user characteristics and opinions.

Much generation research is often based on some database or knowledge system and produces technical texts (Lester, 1994). Additional research dealing with natural language generation and human–computer interfaces also exhibits a non-personal nature. For example, software for Augmentative and Alternative Communication (AAC, Dempster, Alm, and Reiter (2010)) aids handicap people in conducting dialogs, and Chat-bots (Mori, Jatowt, and Ishizuka, 2003; Feng et al., 2006) automatically interact with users for specific task, both generally concentrate on more technical aspects of language.

1As is also evident by the many workshops and dedicated tracks at ACL venues. E.g., the ACL series LASM http://tinyurl.com/z6mcfy9; WASSA http://optima.jrc.it/wassa2016/.
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An additional emerging human-computer interaction field of research, that of Intelligent Personal Assistant, such as Apple’s Siri or Microsoft’s Cortana, is more concerned with development of knowledge representation (Chaudhri et al., 2006) and discourse understanding (Niekrasz et al., 2005) and less with the communication.

Research of natural language analysis contributes to understanding online communication and online users. In order to interact with the users, similar efforts are required for natural language generation. Meaningful written interaction in social media should relate to content from the media itself and should consist of personal and opinionated texts. As with any communication effort, there is a communicative goal which the author wants to convey – promote an idea or express opinions or beliefs toward some topic(s). In such settings, and unlike the machine-translation based efforts (Ritter, Cherry, and Dolan, 2011), the texts should express some disposition of the responder toward the topic, and the text itself should exhibit personal characteristics and beliefs of its author.

In this work we tackle text generation that mimics interpersonal communication in online, social media. Whether to enable effective communication with online users, to support computer-aided interaction, or to interact with the computer in a more personal way, this research is aimed at generating personal and subjective texts. In contrast with technical communication (e.g. procedural reports, legal documents) the research presented here addresses generating texts that carry authors’ characteristics such as tone, mood and attitude, for examples, her sentiment towards a certain topic. We concentrate on modeling a human speaker to include characteristics of natural, personal, human language. This model is used as input to a generation pipeline: First, the system compares the user model with an analysis of the context, which determines the response content (micro planning); then it is used to augment the generation with additional layers of expression pertaining to the personal attributes or agenda.

Our research is divided into two phases: a proof-of-concept, end-to-end, response generation system. This system is based on template-based approaches to generation (Becker, 2002). We use this system to simulate responses in social-media context; the system itself is limited in scope, consisting of a few hand-coded templates, a hand-crafted lexicon, and some world-knowledge representation. To the best of our knowledge, this is the first end-to-end system to generate texts in online context and to target personal communication. Furthermore, as part of the first phase of this research, we establish relevant evaluation methodology for such open domain task by performing a Turing-like test (Turing, 1950) using crowd-sourced judgments via Amazon Mechanical Turk. The result of the first phase a shows that adding world knowledge to a response makes it more relevant. Beyond that, we observed a learning effect between following trials which suggests more variability is required in order to achieve human-like performance.

In the second phase we aim to design a system that can generate a more varied outputs. To this end, we employ a data-driven approach (Konstas and Lapata, 2012a). We first create a relevant dataset that includes news items and user comments from an online news site, and then we parse the data using various kind of grammars, in order to induce syntax-based generation rules. These grammars are also augmented with sentiment markers as in Socher et al. (2013). In this phase we design grammars for effective generation by introducing features that refine the output throughout the derivation of the novel parse trees. While we have not reached the same level of human-likeness as the template-based system exhibits, we are able to empirically show the superiority of relational realizational grammar
on fluency compactness and language model scores, while lexicalized grammars akin to (Collins, 1997) show better human-likeness. We also show empirically that using Topic Models (Papadimitriou et al., 1998; Hofmann, 1999) increase sentence relevance. Our architecture and grammars provide a good starting point for a data-driven generation system that would be more variable, diverse, and relevant for human communication.
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The first step in designing a generation system is to determine the communicative goal of the generated utterance. One should then answer the questions of “what to say” and “how to say it”, so that the system outputs meet these goals. In our case, we aim to generate texts for personal communication in social context. Such texts, in addition to being relevant, natural and rich, should seem subjective and exhibit personal characteristics, e.g., mood and tone, that are attributed to human writers.

Set in social/interpersonal communication context, our generation system must address and interact with existing content in the media – the generated output should be relevant to previous texts and rely on them for grounding and reference. Furthermore, the way of expression should seem personal and human-like. To meet these goals the texts generated by our system should have some understanding of the context in which they are produced, and convey the human-like and personal characteristics that one would expect from a human responder online.

To answer the questions of “what to say” and “how to say it”, our research relies on closely related NLP and AI tasks that allow us to mimic human interaction. As part of the generation flow, textual content is analyzed to retrieve semantic context, author sentiments and possibly other personal aspects. This analysis allows us to infer a state – topics and opinions in the article. Next, when generating a response, the system contrasts, or intersects, the inferred article state, with our model of a responder, and produces a relevant, opinionated and personal text.

In this chapter we present previous work and existing technologies that are relevant to our research goals. In Section 2.1 we discuss natural language understanding; next, in Section 2.2 we address natural language generation (NLG); following that, in Section 2.3 we briefly survey some of the approaches to NLG; we conclude the chapter with a discussion of evaluation of NLG systems in Section 2.4, followed by a short summary in Section 2.5.

2.1 Natural Language Understanding

For the task of generating replies in social communication settings, we first must understand what the discussion is about. Given a natural language text from an online post or a discussion we would like to extract the topics being addressed and the sentiment toward them so that the system can produce a relevant reply.

2.1.1 Understanding Texts

Information Extraction is the task of automatically finding factual information in free text (Piskorski and Yangarber, 2013). Since generation will require some data to address, being able to extract information from text is instrumental to our work. The related task of Named Entity Recognition (Nadeau and Sekine, 2007) may
further assist in understanding the text, identifying entities and thus, relating it more clearly to the communicative goal of the generation.

The fields of information extraction (Wimalasuriya and Dou, 2010; Frawley, Piatetsky-Shapiro, and Matheus, 1992) and automatic text summarization (Marcu, 2000; Mani and Maybury, 2001) are widely explored and tackle the task of drawing semantic or structured data from natural language. Given a source text, it will extract the most relevant information from it. The appeal of these work is in trying to normalize or give structure to information from online natural language documents. A similar approach is the semantic parser of Das et al. (2014a). Extracting structured data representation from natural language text sounds appealing but it is not clear whether it can help us in understanding the context for generating a response.

Another approach to understanding text is **Topic Modeling**: a probabilistic generative modeling technique that allows for the discovery of abstract topics over a large body of documents (Papadimitriou et al., 1998; Hofmann, 1999; Blei, Ng, and Jordan, 2003). A trained topic model can then be used to infer the topic(s) mixture of new documents and can be used for our purpose of understanding the discussion.

A leading approach to topic modeling is **Latent Dirichlet Allocation** (LDA, Blei, Ng, and Jordan (2003) and Blei (2012)) which provides the foundations for further research into topic models such as Muti-grain Topic Models (Titov and McDonald, 2008) and Two-Dimensional Topic-Aspect Model (Paul and Girju, 2010). These methods can be leveraged for getting a finer-grain understanding of the topics and be an opening for richer and more refined generated texts.

### 2.1.2 Understanding Users in Social Media

As is the case with social interactions, human communication is opinionated, and often-time expresses contrastive views toward the topic(s) of the discussion. In order to be able to generate texts in such settings, the generation system must understand not only the topic of the discussion but also what are the views toward these topics. This task can be aided by the ample recent research on opinion mining and sentiment analysis (Pang and Lee, 2008). This large body of work contains the methodologies for analyzing texts and extracting user opinions and characteristics, which will help us define, or refine, the generation system.

Research on characterizing user in social media ranges from large collections of related work on Opinion Mining and Sentiment Analysis (Pang and Lee, 2008) to very specific attempts at understanding one or more aspects of the online interaction. The task of **Sentiment Analysis** uses annotated data and machine learning technique to infer a two-class (Pang and Lee, 2005) or a continuous sentiment-score (Pang, Lee, and Vaithyanathan, 2002) of online reviews. Such work can help us both in the analysis of texts for extracting its sentiment, as well as in corpus analysis when trying to identify language features of online communication that carry such sentiments.

Additional work in NLP incorporates aspects of social relationships to improve the sentiment classification (Tan et al., 2011) or trying to use specific language features of a medium, for examples, tweets in Davidov, Tsur, and Rappoport (2010). Such studies can aid in modeling online user texts. Furthermore, we see various granularity levels at which sentiment is analyzed, such as the aspect-based efforts (Pavlopoulos and Androutsopoulos, 2014). These finer granularity of text analysis capabilities will help in generating finer-grained responses which may seem more human-like.
Another related field is Emotion recognition. Emotion recognition is the task of recognizing types of emotions and their strength or intensity in texts (Aman and Szpakowicz, 2007). Emotions are arguably one of the most personal aspects of human communication, and thus, are very relevant to our task. There are studies on this topic (Wu, Chuang, and Lin, 2006; Li et al., 2007) some of which are based explicitly on theories from psychology (Ekman, 1999). For example, SynesKetch (Krcadinac et al., 2013) is a software suite that can recognize emotions in texts and is based on Ekman’s basic emotions research/categorization.

In the closely related field of Opinion Mining (Mishne, 2006), the task is to automatically analyze texts and understand user opinions. A related strand of research is that of Subjectivity Analysis (Wilson et al., 2005). In this task, the text are classified as either objective or subjective based on language features. As with sentiment analysis, these works can help improve generation by: (i) getting a better analysis of the discussion and thus being able to generate more relevant and opinionated responses; and (ii) providing another way of verification of the generated texts – applying these tools on our own generated text to verify they are meeting our communicative goals.

Finally, research on computational methods that find out what kind of published utterances are influential, and how they affect linguistic communities (Danescu-Niculescu-Mizil et al., 2009) is complimentary to ours. Such work contributes to studies from sociology and sociolinguistics that aim to delineate the process of generating meaningful responses (e.g., Amabile (1981)). In both cases insights into affective language can be used to augment the generation and produce more convincing and relevant texts.

Dealing with social content, work such as Ritter et al. (2011) may prove important as we are dealing with short and less formal texts.

2.2 Natural Language Generation (NLG)

2.2.1 The Stages of NLG

Natural Language Generation (NLG), the complementary field of natural language processing (NLP), involves the effective generation of texts by computers. In high level, NLG includes three stages (Reiter and Dale, 2000): (i) macro-planning which involves content planning and document structuring (what to say); (ii) micro or sentence planning which include aggregation, lexicalisation and referring expression generation (how to say); and (iii) realization which takes the more abstract sentence planning and creates a surface realization of it – the actual natural language text. Other approaches address the task of NL generation in a more “holistic” way, performing two or more stages jointly. For example Konstas and Lapata (2012b) who combine micro-planning and surface realization in an unsupervised domain-independent fashion, and Zarrieß and Kuhn (2013) that combine referring expression and surface realization as a joint data-driven task.

The macro-planning stage is application- or domain-specific. Selecting the relevant information to convey and the high level document structure stems from the communicative goal, the medium of communication and the subject matter itself. It is part of the system high-level design and hence, no specific work is relevant in our case. Still, some general papers about NLG and design of NLG systems are of great use. Reiter, Sripada, and Robertson (2003) discuss knowledge acquisition for
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AI/Generation tasks. In this paper the authors presents methodologies for knowledge acquisition such as directly asking experts and corpus analysis and show how to use them correctly to aid in the design of the NLG system.

Micro-planning (Stone et al., 2001) involves both domain specific characteristic such as lexicon, referring expression generation and particular aggregations which can be considered domain specific and must be studied separately. While this is true in general, there is some overlap between micro-planning and realization, such as referring expressions generation, number agreement and aggregations, which can be consider a general task which is often addressed through realization libraries. We use such libraries (Gatt and Reiter, 2009) for surface realization tasks such as agreement, sentence structure and general language mechanics. See Section 4.2.2 for how this library was used in our implementation.

It is important to note that a common characteristic of much NLG work is that the generated text is technical, following a concept-to-text approach, a term which broadly refers to the task of automatically producing textual output from non-linguistic input such as databases of records, logical form, and expert system knowledge bases (Reiter and Dale, 2000). Our work is different in that it targets the generation of subjective, opinionated texts that are set in social communication context – a trigger for our system generation is not a database record but an actual interaction or event in the digital media.

2.2.2 Related NLG Tasks

Opinionated NLG is not yet widely explored, but we think that it may become very important as people communicate more and more through virtual mediums. Designing believable agents in computer games (Reilly et al., 1996) is an example of a similar task. More specifically, Strong et al. (2007), discusses an authoring system for “personality rich” characters, which creates a meaningful user interaction in games.

In the same line, research on user interfaces is trying to move away from script-based interaction towards the development of chat bots that attempt natural, human-like interaction (Mori, Jatowt, and Ishizuka, 2003; Feng et al., 2006). However, these chat bots are typically designed to provide an automated one-size-fits-all type of interaction. A related field is that of computerized Personal Digital Assistants – recent releases of such software from Microsoft (Cortana), Apple (Siri) and Google (Google Now) all try to generate relevant and human-like interaction and provide a personalized experience. The personalization is geared toward helping the gadget owner accomplish some tasks but are not subjective or opinionated.

Another interesting field which applies NLG to real-life tasks is that of Augmentative and Alternative Communication (AAC). In AAC (Reiter et al., 2009; Dempster, Alm, and Reiter, 2010) a computerized system aids a handicapped person, who otherwise have difficulties to communicate, to conduct a dialog using the aid of specialized software. The software allows for easily specifying or authoring topics for dialogs and then uses that user data to aid during conversation. While technical in nature (following the concept-to-text approach), Reiter et al. (2009) allows the user to add simple opinion annotation which makes the generated language more personal.

We believe that a framework for generating opinionated and personal texts could be a great contribution to realizing such tasks. Being able to create a more human-like and personal texts could be beneficial to end users, human-computer interface (HCI) and possibly open the door for more people to interact with other
people and with computers – thus expanding social media outreach to a wider audience.

**2.2.3 NLG in Social Media**

Unlike NLP research in and of social media context, there is not much work concerning generation in social/interpersonal communication contexts. An exception is a study by Ritter, Cherry, and Dolan (2011), which addresses the generation of responses to natural language tweets in a data-driven setup. It applies a machine-translation approach to response generation, where moods and sentiments already expressed in the past are replicated or reused. A recent study by Hasegawa et al. (2013) modifies Ritter’s approach to produce responses that elicit an emotion from the addressee.

These two studies discuss generation efforts that do not address particular topics as a human responder would have done – they can be triggered by any arbitrary text and not only topics of interest. In addition, they do not try to model a user.

In contrast, our goal is to generate new texts based on predefined agenda with topics and sentiments. Here we aim to explicitly model an actual response and generate a genuinely new text. Our take on the task is user centric, generating texts that are personal and explicitly opinionated as a real human interaction would be.

**2.3 Approaches to NLG**

NLG research has been around for many years (Mann, 1983) and hence, there are many approaches to the various challenges of generating good quality, natural text. The body of work ranges from simple canned-text implementations through more sophisticated template-based or data-driven approaches.

Of interest to our research are works that use template-based approaches (e.g., Becker (2002)) and grammar based ones (e.g. DeVault, Traum, and Artstein (2008) and Konstas and Lapata (2012b)). While the expressive power of the methods is equivalent (Van Deemter, Krahmer, and Theune, 2005) there is variance on the authoring efforts required for each, and the coverage of the generation component (DeVault, Traum, and Artstein, 2008; Narayan, Jr., and Roberts, 2011).

Template-based approaches commonly rely on hand-crafted grammatical constructions that incorporate place-holders for content words. In templates we find some representation of readily available text – whole sentences or phrases – which includes dynamic parts or placeholders which are only realized during runtime, and are changed between invocations of the generation component. The templates can be hand-crafted (Theune et al., 2001) or automatically induced from data (DeVault, Traum, and Artstein, 2008).

In addition for inducing templates, we see other data-driven approaches in generation. Some research follow the traditional separation. For example, Elhadad and Robin (1998) are using a wide-coverage grammar-based surface realizer following content determination and sentence planning tasks (Robin, 1994) that are done separately. In other works, researchers propose a data-driven, empirical methods, which combine the stages into one, making both content-determination and realization decisions in one place (Konstas and Lapata, 2013).

Data-driven grammar-based NLG relies on extracting a grammar from a large corpus of text and then learning how the grammar can be used to realize some functional representation. These methods are usually based on some variation of Probabilistic Context Free Grammar (PCFG, Booth and Thompson (1973)).
settings tend to offer significant advantages over the template-based methods in providing a wider coverage and greater variety. On the other hand, it carries a significant development costs (Busemann and Horacek, 1998).

Data driven approaches to grammar, as presented in DeVault, Traum, and Artstein (2008) mitigate this by using off-the-shelf parsers and learning techniques for realizing text in the respective domain. The approach by Cahill and Genabith (2006) aims to learn functional to structural mapping. Their grammar is geared toward realization of a semantic representation (f-structure) into phrase structure (c-structure), which is in turn used for surface realization. In both cases, the natural language grammar is derived from a corpus. A different approach for grammar-based generation, as in Konstas and Lapata (2012b) and Yuan, Wang, and He (2015), uses a custom defined grammar to find mapping between structure to linguistic representation. A common characteristic for both strands of research is the mapping between structure to surface realization. In our research the emphasis is on generation for which the source is also in natural language and not a structured record.

The grammars used in both parsing and generation vary. As seen above, grammars could be custom made (Konstas and Lapata, 2012b; Yuan, Wang, and He, 2015) or derived from corpora (DeVault, Traum, and Artstein, 2008). In our research we will integrate dependency (Tesnière, 1959; Hays, 1964), phrase structure (Chomsky, 1957) and sentiment annotation (Socher et al., 2013) while looking into various existing grammar implementation such as PCFG (Booth and Thompson, 1973), Lexicalized (Collins, 1997) and Relational-Realizational (Tsarfaty and Sima’an, 2008). Each implementation has its own benefits which are discussed in details in Section 5.3.

2.4 Evaluation of Machine-Generated Texts

When evaluating computer generated natural language, there are a few aspects which are important to measure. Outputs have to be natural, fluent and communicate relevant information. Often, the evaluation is task-specific and have to be customized to the research goals. At the same time, all systems share a single ultimate goal: to be conceived as if a real human has generated the text. This brings to mind the famous Turing test (Turing, 1950), a famous test in AI aiming to empirically assess the intelligence of computers.

Evaluation can either be done automatically or rely on human evaluation. In the case of automatic evaluation we see usage of metrics from other fields, for example BLUE (Papineni et al., 2002) or METEOR (Lavie and Agarwal, 2007) from the field of machine translation. Alternatively, measuring coverage, i.e., the generator’s ability to re-generate the sources, as in Cahill and Genabith (2006), as indicator of output quality. In recent years, we see also shared tasks (Rus et al., 2011) in NLG and attempts to find a standard evaluation metric for the various NLG tasks (Paris et al., 2007; Foster, 2008). Still there is no specific agreed-upon methodology that fits all tasks. Furthermore, in some instances the automatic metrics correlate well with language quality or human-evaluation score, but do not necessarily give a good measure of content quality (Reiter and Belz, 2009). In other cases, the automatic measures correlate poorly with human evaluation results (Belz and Reiter, 2006).

Alongside efforts to find automated measures, human evaluation is the common approach for evaluating NLG. Human evaluation usually consists of surveys where evaluators are asked to rate or score the output using a predetermine scale and
2.5. **Summary**

In this chapter we provided a brief survey of the fields that are relevant to the main research goals of this thesis.

There is a lot of work on understanding natural language and much of it deals directly (or is immediately applicable) to interpersonal, online, social communication. Relevant research on text understanding includes topic modeling, information extraction, sentiment and subjectivity analysis; these aspects of online traffic are widely explored and well understood.

We have also provided a brief survey of natural language generation. In generation, contemporary work is often geared towards conveying technical information, as means for automation of human–human or computer-aided communication. We surveyed various approaches for natural language text generation. Of note is that these systems usually deal with informative or technical communication; the concept-to-text generation paradigm most often deals with structured data which is “objective” in nature with the exception of some rare examples. We anticipate a rising interest in generating texts in social communication contexts, and in particular, in generating personal and opinionated texts, as we address in this work.
Naturally, the overarching NLG challenge includes the specifics of how to measure the quality of the generated texts. These challenges are amplified in open-domain tasks like ours. The survey on evaluation suggests that automatic measures may be insufficient in our case, and that human evaluation is more promising to our endeavor.
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Research Goals

In this chapter we describe the high level goals as well as concrete research objectives of this thesis. We first outline the context in which it is set – the settings in which we are aiming to achieve the generation goals (Section 3.1). Next, we discuss the concrete objectives of this thesis, define the key questions of the research and outline our approach for answering them (Section 3.2). We conclude with a brief summary (Section 3.3).

3.1 Setting the Stage

Natural language is, above all, a communicative device that we employ to achieve certain goals. In social media, the driving force behind generating responses is an actor with some disposition towards one or more topics. The topics could be a political campaign or candidate, a product, or some abstract idea, which the actor has a motive to promote or demote. In this work we call this goal our user’s agenda.

In addition to the agenda, there are some other characteristics which are attributed to the actor/user. These characteristics could be static features like stylistic choices, use of voice and other more general traits such as cynicism and humor; or dynamic characteristics such as emotions, which could change the overall realization of the generated texts. Along with the agenda, these features comprise the user model and should affect the output of a generation system which aims to imitate the responding human.

Due to the nature of online communication, the content generated by users is usually attached to, or triggered by, some event that is related to the user’s agenda. In social media settings, this event is a new document, which could be a posting of a news article or a product, a social network update or other online content which the user chooses to respond to. Reacting to such events carries a meaning of its own – the user is opinionated towards the topic and wishes to express her sentiment.

In practice this means that both the document and the user model form the input to our generation system. We assume that each online document, and each user model, contain (possibly many) topics, each of which is associated with a (positive or negative) sentiment. The generation system should analyze the document to extract these topics and sentiments and infer the disposition of the document’s author toward the topic in the document. This disposition should be contrasted with user’s agenda to determine the contents of the response.

Similarly to Dale and Reiter (1995), response generation in our work is based on three assumptions, roughly reflecting the Gricean maxims of cooperative interaction (Grice, 1967). Specifically, in this work we aim to generate responses that comply with the following three maxims:

- **Economic** (Maxim of Quantity): Responses should be brief and concise;
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- **Relevant** (Maxim of Relation): Responses directly address the documents’ content.

- **Opinionated** (Maxim of Quality): Responses express responder’s beliefs, sentiments, or dispositions towards the topic(s).

NL generation in itself is a challenging task. Expressing a concept in a natural and fluent way is not trivial for computers, especially when addressing varied topics in an open domain. This research, in addition to the challenges of NLG, introduces a new requirement: making the generated responses relevant and opinionated with respect to a given online document. To do so, we must first be able to infer the discussed topics, sentiment and the general communication context.

Once designing such a system for response generation, we also ought to evaluate it. The nature of the domain implies a wide range of topics, and the generated texts can take the form of almost any fluent natural language sentence. Furthermore, the content is likely to change depending on the target medium (e.g., a tweet vs. a comment). As such, there is no way to define a gold standard or a ground-truth for evaluation.

Automated evaluation as was previously proposed for NL generation will not be sufficient in our context (as presented in Section 2.4). New evaluation methodologies should be developed or adapted in order to empirically assess the fluency and relevance of the output of such systems. These methods could rely on human evaluation through crowd-sourcing (e.g. online surveys) and should be carefully devised and executed to yield relevant and non-biased results. As part of our evaluation setup we also wish to obtain new insights into what aspects of communication make it personal and human-like.

3.2 Research Objectives

Given the general settings describes above, this research aims to address the following research objectives.

3.2.1 Modeling the Responding User

In this research we aim to identify and integrate opinionated and subjective communication aspects into the generation tasks. We would like to model the user itself as an integral part of the generation so that the task is no longer simply concept-to-text but actually user-conception-to-text (or opinion-to-text). Such generation framework should ideally take into account the many aspects of human writing – mood, conviction, attitude and possibly also style of writing and voice. In addition, we would like to consider the associative nature of human memory and its effect on how the response is generated in order to make it more appealing, multi-façade and interesting.

To this end we aim to answer the following questions:

- **Modeling a Responder** – how should we represent a responder? What are the attributes and features that are needed in order to describe a person which interacts in social context? This can be broken down further to several items:

  - **Responder World-Knowledge** – how should we represent the world view of a responder? How can we identify the topics of interest and overall world knowledge the responder has?
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- **Responder Opinions** – how can sentiment, voice, mood and other aspect of a human responder be incorporated in order to aid generation of human-like, subjective and opinionated responses?

- **Responder “Personality”** – how should personal traits of a responder should be addressed and how can they affect the final response generated?

In this work we are addressing the first two items, Personality traits and their realization in communication is left for future work.

- **Understanding Context** – what knowledge should be extracted from the triggering content to support an interesting and relevant response generation? How should the context modeling interact with and supplement the responder’s model?

- **Generating Human-like responses** – how do the aspects of a human-like response can be addressed technically? How can the additional layer of information can be used to augment existing approaches so that the generated text carries personal dispositions?

3.2.2 Modeling the Response Generation

Following Reiter and Dale (1997), generation should consist of two phases, roughly corresponding to macro and micro planning:

- Macro Planning (below, the analysis phase): What are we going to say?
- Micro Planning (below, the generation phase): How are we going to say it?

In practice this means that the system should implement an analysis function that maps a document to a subjective representation of its content. Each content element may conceivably encompass a topic, its sentiment, its objectivity, its evidentiality, its perceived truthfulness, and so on. Furthermore, additional attributes (such as emotions) can be inferred from the text about the author of the document. In this paper we focus on topic and sentiment, leaving the rest for future research.

Following the analysis, the generation function should intersects the content elements in the document with those in the user agenda, and then generate a response based on the content of the intersection. For each non-empty intersection of topics in the document and in the user agendas, our response-generation system aims to generate utterances that are fluent, relevant, and effectively engage readers. These utterances should also be relevant and express the relations between the user model and the document topic dispositions.

**Phase 1 - Template-Based Generation**

The first phase in our research is the development of a proof-of-concept system. At this stage we aim to develop a simplified, end-to-end, system that performs the task of opinionated content generation. The system will exhibit all of the characteristics defined above. It should produce good results in comparison to human responses. Research by Strong et al. (2007) deals with personality rich generation but in a completely different settings (interactive games). Ritter, Cherry, and Dolan (2011) and Hasegawa et al. (2013) generating language in a similar fields (e.g., tweets), but doing so without explicitly trying to model opinions.
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For this stage we plan to develop a system that simulates a responder interacting online. It will rely on hand-crafted resources such as templates, lexicon and knowledge-base, which will be created specifically for this opinionated NLG task. The planned system should lay the foundation and define the architecture of such a solution. Via this first implementation of template-based response generation for a restricted user model we aim to demonstrate the feasibility of the task and design appropriate evaluation measures. Next we will extend the scope of the generation system, and make it entirely data driven.

Phase 2 - Data-Driven Generation

Having established a proof of concept system and an appropriate evaluation methodology, we now turn to scaling up our approach to response generation using a data-driven setup, in order to make the system more robust and diverse.

We do so by employing a grammar-based approach to generation, wherein the grammar for generating responses is induced from a large corpus of online responses. In contrast to standard grammar induction procedures, we aim for a grammar that is also sensitive to lexicalization, selectional restrictions, and sentiment levels.

As often is the case with data-driven generation, there may be exponentially many optional sentences. To address this, we aim to develop a search strategy for finding good sentences. The strategy development should include the mechanism to facilitate efficient search of the generation space as well as a scoring methodology that will allow us to promote the better candidates.

A pre-condition for this phase is the collection of appropriate data for inducing the grammars for generation and training topic models. To our knowledge, such a data-set is not currently readily available in the academia.

3.2.3 Evaluating Generated Texts

As part of the development efforts in the two phases we aim to define and implement an evaluation methodology which is faithful to our task. As stated before, having no standardized evaluation metrics nor a gold standard we will have to rely on human-evaluation as well as on novel use of text analysis tools in order to evaluate our work.

For rating the generated texts and comparing them to human responses we plan to create online surveys that allow users to rate the texts from various configurations of the system. Along with the generation parameters, the system details and external sources (such as tracking survey times and progress), we will use this rating to go beyond simple comparison and try to observe other relevant information that can help improving the generation, by making it more human-like.

In addition to the interactive surveys, we want to be able to use text analysis tools such as sentiment analysis, language models and topic inference in order to aid in evaluation of additional dimensions of this generation task: whether they are topical, opinionated, and relevant.

3.3 Summary

All-in-all we are facing a multidisciplinary challenge: we have to theoretically model user knowledge, personal characteristics and opinions; we have to be able
to extract semantic content and sentiment from online content in order to understand the generation context. Finally, we have to intersect the user model with the context to create relevant text while enhancing traditional concept-to-text approach with personal attributes from the user model. In addition, we have to devise an evaluation methodology that both accounts for the quality of the generated text, and also provides insights into human-like generation of responses.
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Generating Responses: Template-Based Generation

In the first phase of this research we design a proof-of-concept system that simulates the creation of “talkbacks” (user comments in news/content sites). This system uses the template-based approach we discussed in Section 2.3.

In a nutshell, our implementation of the analysis phase uses topic models to infer the topic(s) of an online document, and a simple sentiment analysis system for retrieving the overall sentiment of the document. The retrieved attributes, designated as a content element, are then intersected with a predefined user model, consisting of agendas as define in the previous chapter, to trigger the template-based generation of a response.

In the generation phase we employ hand-crafted grammatical templates, functions for generating referring expressions, and a small hand-crafted knowledge-base, to generate responses to the triggering document.

In this chapter we describe our model (Section 4.1), analysis and generation architecture (Section 4.2) and a Turing-like novel evaluation procedure to empirically assess our generation results (Section 4.3). We finally provide a more in-depth discussion of the strengths and weaknesses of our system, based on the empirical results (Section 4.4)

4.1 The Model

Let \( D \) be a set of documents and let \( A \) be a set of user agendas as we formally define shortly. Let \( S \) be a set of English sentences over a finite vocabulary \( S = \Sigma^* \). Our system implements a function that maps each \( \langle \text{document, agenda} \rangle \) pair to a natural language response sentence \( s \in S \).

\[
 f_{\text{response}} : D \times A \rightarrow S 
\]  

Response generation takes place in two phases, roughly corresponding to macro and micro planning in Reiter and Dale (1997):

- Macro Planning (below, the analysis phase): What are we going to say?
- Micro Planning (below, the generation phase): How are we going to say it?

The analysis function \( c : D \rightarrow C \) maps a document to a subjective representation of its content.\(^1\)

\(^1\)A content element may conceivably encompass a topic, its sentiment, its objectivity, its evidentiality, its perceived truthfulness, and so on. In this paper we focus on topic and sentiment, and leave the rest for future research.
Chapter 4. Generating Responses: Template-Based Generation

<table>
<thead>
<tr>
<th>Document sentiment</th>
<th>Agenda sentiment</th>
<th>Response sentiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>positive</td>
<td>positive</td>
<td>positive</td>
</tr>
<tr>
<td>positive</td>
<td>negative</td>
<td>positive</td>
</tr>
<tr>
<td>negative</td>
<td>negative</td>
<td>positive</td>
</tr>
<tr>
<td>negative</td>
<td>positive</td>
<td>negative</td>
</tr>
</tbody>
</table>

The truth table of subjective responses.

The generation function \( g : C \times A \rightarrow S \) intersects the content elements in the document and in the user agenda, and generates a response based on the content of the intersection. All in all, our system implements a composition of the analysis and the generation functions:

\[
    f_{\text{response}}(d, a) = g(c(d), a) = s
\]

Each content element \( c_i \in C \) and agenda item \( a \in A \) is composed of a topic, \( t \), associated with a sentiment value \( \text{sentiment}_t \in [-n..n] \) that signifies the (negative or positive) disposition of the document’s author (if \( c_i \in C \)) or the user’s agenda (if \( a \in A \)) towards the topic.

We assume here that a topic is simply a bag of words from our vocabulary \( \Sigma \). Thus, we have the following:

\[
    A, C \subseteq \mathcal{P}(\Sigma) \times [-n..n] \tag{4.3}
\]

Following the creation of content element by the analysis function, the system compares the topic(s) in the content element and in the user agenda, and any non-empty intersection of them is used as input to the generation component. The generation component accepts the result of the intersection as input and relies on a template-based grammar and a set of functions for generating referring expressions in order to construct the output.

To make the responses economic, we limit the content of a response to one statement about the document or its author, followed by a statement on the relevant topic. To make the response relevant, the templates that generate the response make use of topics in the intersection of the document and the agenda. To make the response opinionated, the sentiment of the response depends on the (mis)match between the sentiment values for the topic in the document and in the agenda.

Concretely, the response is positive if the sentiments for the topic in the document and agenda are the same (both positive or both negative) and it is negative otherwise. This is effectively captured in Table 4.1.

We suggest two variants of the generation function \( g \). The basic variant implements the baseline function defined above:

\[
    g_{\text{base}}(c, a) = s
\]

\[
    c \in C, a \in A, s \in \Sigma^*
\]

For the other variant we define a knowledge base (KB) as a directed graph in which words \( w \in \Sigma \) from the topic models correspond to nodes in the graph, and relations \( r \in R \) between the words are predicates that hold in the real world. Our second generation function now becomes:

\[
    g_{\text{kb}}(c, a, KB) = s
\]
4.2 The Architecture

The system architecture from a bird’s eye view is presented in Figure 4.1. In a nutshell, a document enters the analysis phase, where topic inference and sentiment scoring take place, resulting in $\langle$topic, sentiment$\rangle$-pairs. During the subsequent generation phase, these are intersected with the $\langle$topic, sentiment$\rangle$-pairs in the user agenda. This intersection, possibly augmented with a knowledge graph, forms the input for a template-based generation component.

4.2.1 Analysis phase

For the task of inferring the topics of the document we use topic modeling: a probabilistic generative modeling technique that allows for the discovery of abstract topics over a large body of documents (Papadimitriou et al., 1998; Hofmann, 1999; Blei, Ng, and Jordan, 2003). Specifically, we use topic modeling based on Latent Dirichlet Allocation (LDA) (Blei, Ng, and Jordan, 2003; Blei, 2012). A topic in this context extends our “bag of words” definition with a probability distribution over words. A topic model provides a probability distribution over topics for each document, and a for each topic, a probability distribution over the observed words. The result of training a Topic Model is a list of vectors of fixed length reflecting words prevalence in the document. Each vector represents a topic $t$ and each element (a word) in the vector has a probability of having been generated by the topic. Given a new document and a trained model, the inference method provides a weighted mix of topics for that document, where each topic is represented as a vector containing keywords associated with probabilities. For training the topic model and inferring the topics in new documents we use Gensim (Rehurek and Sojka, 2010), a fast and easy-to-use implementation of LDA.

Next, we wish to infer the sentiment that is expressed in the text with relation to the topic(s) identified in the document. We use the semantic/lexical method as implemented in Kathuria (2012). We rely on a WSD sentiment classifier that uses...
the SentiWordNet (Baccianella, Esuli, and Sebastiani, 2010) database and calculates the positivity and negativity scores of a document based on the positivity and negativity of individual words. The result of the sentiment analysis is a pair of values, indicating the positive and negative sentiments of the document-based scores for individual words. We use the larger of these two values as the sentiment value for the whole document.\(^2\)

### 4.2.2 Generation phase

Our generation function first intersects the set of topics in the document and the set of topics in the agenda in order to discover relevant topics to which the system would generate responses. A response may in principle integrate content from a range of topics in the topic model distribution, but, for the sake of generating concise responses, in the current implementation we focus on the single most prevalent topic. We pick the highest scoring word of the highest scoring topic, and intersect it with topics in the agenda. The system generates a response based on the identified topic, the sentiment for the topic in the document, and the sentiment for that topic in the user agenda.

The generation component relies on a template-based approach similar to Reiter and Dale (1997) and Van Deemter, Krahmer, and Theune (2005). Templates are essentially subtrees with leaves that are place-holders for other templates or for functions generating referring expressions (Theune et al., 2001). These functions receive (relevant parts of) the input and emit the sequence of fine-grained part-of-speech (POS) tags that realizes the relevant referring expression. The POS tags in the resulting sequences are ultimately place holders for words from a lexicon, \(\Sigma\). In order to generate a variety of expression forms — nouns, adjectives and verbs — these items are selected randomly from a fine-grained lexicon we defined. The sentiment (positive or negative) is expressed in a similar fashion via templates and randomly selected lexical entries for the POS slots, after calculating the overall sentiment for the intersection as stated above. Our generation implementation is based on SimpleNLG (Gatt and Reiter, 2009) which is a surface realizer API that allows us to create the desired templates and functions, and aggregates content into coherent sentences. The templates and functions that we defined are depicted in Figure 4.2.

In addition, we handcrafted a simple knowledge graph (termed here KB) containing the words in a set of pre-defined user agendas. Table 4.2 shows a snippet of the constructed knowledge graph. The knowledge graph can be used to expand the response in the following fashion: The topic of the response is a node in the KB. We randomly select one of its outgoing edges for creating a related statement that has the target node of this relation as its subject. The related sentence generation uses the same template-based mechanism as before. In principle, this process may be repeated any number of times and express larger parts of the KB. Here we only add one single knowledge-base relation per response, to keep the responses concise.

### 4.3 Evaluation

We set out to evaluate how computer-generated responses compare to human responses in their perceived human-likeness and relevance. More in particular, we

\(^2\)Clearly, this is a simplifying assumption. We discuss this assumption further in Section 4.4.
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Figure 4.2: Template-based response generation. The templates are on the left. The Express* functions on the right use regular expressions over the arguments and vocabulary items from a pre-defined lexicon.

Table 4.2: A knowledge Graph Snippet.
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<table>
<thead>
<tr>
<th>Sent.</th>
<th>KB</th>
<th>Response</th>
</tr>
</thead>
<tbody>
<tr>
<td>−8</td>
<td>No</td>
<td>Android is horrendous so I think that the writer is completely correct!!!</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>Apple is horrendous so I feel that the author is not really right!!! iOS is horrendous as well.</td>
</tr>
<tr>
<td>−4</td>
<td>No</td>
<td>I think that the writer is mistaken because apple actually is unexceptional.</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>I think that the author is wrong because Nokia is mediocre. Apple on the other hand is pretty good ...</td>
</tr>
<tr>
<td>0</td>
<td>No</td>
<td>The text is accurate. Apple is okay.</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>Galaxy is okay so I think that the content is accurate. All-in-all samsung makes fantastic gadgets.</td>
</tr>
<tr>
<td>4</td>
<td>No</td>
<td>Android is pretty good so I feel that the author is right.</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>Nokia is nice. The article is precise. Samsung on the other hand is fabulous...</td>
</tr>
<tr>
<td>8</td>
<td>No</td>
<td>Galaxy is great!!! The text is completely precise.</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>Galaxy is awesome!!! The author is not completely correct. In fact I think that samsung makes awesome products.</td>
</tr>
</tbody>
</table>

Table 4.3: Responses generated by the system with or without a knowledge-base (KB), with different sentiment levels.

compare different system variants in order to investigate what makes responses seem more human-like or relevant.

4.3.1 Materials

Our empirical evaluation is restricted to topics related to mobile telephones, specifically, Apple’s iPhone and devices based on the Android operating system. We collected 300 articles from leading technology sites in the domain to train the topic models on, settling on 10 topics. Next, we generated a set of user agendas referring to the same 10 topics. Each agenda is represented by a single keyword from a topic model distribution and a sentiment value $sentiment_t \in \{-8, -4, 0, 4, 8\}$. Finally, we selected 10 new articles from similar sites and generated a pool of 1000 responses for each, comprising 100 unique responses for each combination of $sentiment_t$ and system variant (i.e., with or without a knowledge base). Table 4.3 presents an example response for each such combination. In addition, we randomly collected 5 to 10 real, short or medium-length, online human responses for each article.

4.3.2 Surveys

We collected evaluation data via two online surveys on Amazon Mechanical Turk (www.mturk.com). In Survey 1, participants judged whether responses to articles were written by human or computer, akin to (a simplified version of) the Turing test (Turing, 1950). In Survey 2, responses were rated on their relevance to the article, in effect testing whether they abide by the Gricean Maxim of Relation. This is comparable to the study by Ritter, Cherry, and Dolan (2011) where people judged which of two responses was ‘best’.

Each survey comprises 10 randomly ordered trials, corresponding to the 10 selected articles. First, the participant was presented with a snippet from the article. When clicking a button, the text was removed and its presentation duration recorded. Next, a multiple-choice question asked about the snippet’s topic. Data on a trial was discarded from analysis if the participant answered incorrectly or if the snippet was presented for less than 10 msec per character; we took these to be cases where the snippet was not properly read. Next, the participant was shown a randomly ordered list of responses to the article.

In Survey 1, four responses were presented for each article: three randomly selected from the pool of human responses to that article and one generated by
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<table>
<thead>
<tr>
<th>Response Type</th>
<th>Mean and CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Human</td>
<td>3.33 ± 0.08</td>
</tr>
<tr>
<td>Computer (all)</td>
<td>4.49 ± 0.15</td>
</tr>
<tr>
<td>Computer (−KB)</td>
<td>4.66 ± 0.20</td>
</tr>
<tr>
<td>Computer (+KB)</td>
<td>4.32 ± 0.22</td>
</tr>
</tbody>
</table>

TABLE 4.4: Mean and 95% confidence interval of computelikeness rating per response category. ±KB indicates whether \( g_{\text{base}} \) or \( g_{\text{kb}} \) was used.

<table>
<thead>
<tr>
<th>Factor</th>
<th>( b )</th>
<th>( t )</th>
<th>( P(b &lt; 0) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(intercept)</td>
<td>3.590</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IS_COMP</td>
<td>0.193</td>
<td>2.11</td>
<td>0.015</td>
</tr>
<tr>
<td>POS</td>
<td>0.069</td>
<td>4.76</td>
<td>0.000</td>
</tr>
<tr>
<td>IS_COMP × POS</td>
<td>0.085</td>
<td>6.27</td>
<td>0.000</td>
</tr>
</tbody>
</table>

TABLE 4.5: Computer-likeness rating regression results, comparing human to computer responses.

Our system. The task was to categorize each response on a 7-point scale with labels ‘Certainly human/computer’, ‘Probably human/computer’, ‘Maybe human/computer’ and ‘Unsure’. In Survey 2, five responses were presented: three human responses and two computer-generated. The task was to rate the responses’ relevance on a 7-point scale labeled ‘Completely (not) relevant’, ‘Mostly (not) relevant’, ‘Somewhat (not) relevant’, and ‘Unsure’. As a control condition, one of the human responses and one of the computer responses were actually taken from another article than the one just presented. In both surveys, the computer-generated responses presented to each participant were balanced across sentiment levels and generation functions \( g_{\text{base}} \) and \( g_{\text{kb}} \). After completing the 10 trials, participants provided basic demographic information, including native language. Data from non-native English speakers was discarded. Surveys 1 and 2 were completed by 62 and 60 native speakers, respectively.

4.3.3 Analysis and Results


Table 4.4 shows the mean ‘computer-likeness’-ratings from 1 (‘Certainly human’) to 7 (‘Certainly computer’) for each response category. Clearly, the human responses are rated as more human-like than the computer-generated ones: our model did not generally mislead the participants. This may be due to the template-based response structure: over the course of the survey, human raters are likely to notice this structure and infer that such responses are computer-generated. To investigate whether such learning indeed occurs, a linear mixed-effects model was fitted, with predictor variables IS_COMP (+1:computer-generated, −1:human responses), POS (position of the trial in the survey, 0 to 9), and the interaction between the two. Table 4.5 presents, for each factor in the regression analysis, the coefficient \( b \) and its \( t \)-statistic. The coefficient equals the increase in computer-likeness rating for each unit increase in the predictor variable. The \( t \)-statistic is indicative of how much variance in the ratings is accounted for by the predictor. We also obtained a probability distribution over each coefficient by Markov Chain Monte Carlo sampling.
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<table>
<thead>
<tr>
<th>Factor</th>
<th>$b$</th>
<th>$t$</th>
<th>$P(b &lt; 0)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(intercept)</td>
<td>4.022</td>
<td></td>
<td></td>
</tr>
<tr>
<td>KB</td>
<td>-0.240</td>
<td>-2.13</td>
<td>0.987</td>
</tr>
<tr>
<td>POS</td>
<td>0.144</td>
<td>5.82</td>
<td>0.000</td>
</tr>
<tr>
<td>SENT</td>
<td>0.035</td>
<td>2.98</td>
<td>0.002</td>
</tr>
<tr>
<td>abs(SENT)</td>
<td>-0.041</td>
<td>-1.97</td>
<td>0.967</td>
</tr>
<tr>
<td>KB $\times$ POS</td>
<td>0.023</td>
<td>1.03</td>
<td>0.121</td>
</tr>
</tbody>
</table>

Table 4.6: Computer-likeness rating regression results, comparing systems with and without KB.

using the \texttt{R} package \texttt{lme4} version 0.99 (Bates, 2005). From each coefficient’s distribution, we estimate the posterior probability that $b$ is negative, which quantifies the reliability of the effect.

The positive $b$ value for POS shows that responses drift towards the ‘computer’-end of the scale. More importantly, a positive interaction with \texttt{IS\_COMP} indicates that the difference between human and computer responses becomes more noticeable as the survey progresses — the participants did learn to identify computer-generated responses. However, the positive coefficient for \texttt{IS\_COMP} means that even at the very first trial, computer responses are considered to be more computer-like than human responses.

Factors Affecting Human-Likeness. Our finding that the identifiability of computer-generated responses cannot be fully attributed to their repetitiveness, raises the question: What makes a such a response more human-like? The results provide several insights into this matter.

First, the mean scores in Table 4.4 suggest that including a knowledge base increases the responses’ human-likeness. To further investigate this, we performed a separate regression analysis, using only the data on computer-generated responses. This analysis also included predictors $\texttt{KB}$ ($+1$: knowledge base included, $-1$: otherwise), $\texttt{SENT}$ ($sentiment_t$, from $-8$ to $+8$), absolute value of $\texttt{SENT}$, and the interaction between $\texttt{KB}$ and $\texttt{POS}$. As can be seen in Table 4.6, there is no reliable interaction between $\texttt{KB}$ and $\texttt{POS}$: the effect of including the KB on the human-likeness of responses remained constant over the course of the survey.

Furthermore, we see evidence that responses with a more positive sentiment are considered more computer-like. The (only weakly reliable) negative effect of the absolute value of sentiment suggests that more extreme sentiments are considered more human-like. Apparently, people count on computer responses to be mildly positive, whereas human responses are expected to be more extreme, and extremely negative in particular.

Survey 2: Relevance Rating.

The mean relevance scores in Table 4.7 reveal that a response is rated as more relevant to a snippet if it was actually a response to that snippet, rather than to a different snippet. This reinforces our design choice to include input items referring specifically to the topic and sentiment of the author. However, human responses are considered more relevant than the computer-generated ones. This is confirmed by a reliably negative regression coefficient for \texttt{IS\_COMP} (see regression results in Table 4.8).
4.3. Evaluation

<table>
<thead>
<tr>
<th>Response Type</th>
<th>Source</th>
<th>Mean and CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Human</td>
<td>this</td>
<td>4.85 ± 0.11</td>
</tr>
<tr>
<td></td>
<td>other</td>
<td>3.56 ± 0.18</td>
</tr>
<tr>
<td>Computer (all)</td>
<td>this</td>
<td>4.52 ± 0.16</td>
</tr>
<tr>
<td></td>
<td>other</td>
<td>2.52 ± 0.15</td>
</tr>
<tr>
<td>Computer (−KB)</td>
<td>this</td>
<td>4.53 ± 0.23</td>
</tr>
<tr>
<td></td>
<td>other</td>
<td>2.46 ± 0.21</td>
</tr>
<tr>
<td>Computer (+KB)</td>
<td>this</td>
<td>4.51 ± 0.23</td>
</tr>
<tr>
<td></td>
<td>other</td>
<td>2.58 ± 0.22</td>
</tr>
</tbody>
</table>

TABLE 4.7: Mean and 95% confidence interval of relevance rating per response category. ‘Source’ indicates whether the response is from the presented text snippet or a random other snippet. ±KB indicates whether $g_{\text{base}}$ or $g_{\text{kb}}$ was used.

<table>
<thead>
<tr>
<th>Factor</th>
<th>$b$</th>
<th>$t$</th>
<th>$P(b &lt; 0)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(intercept)</td>
<td>3.861</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IS_COMP</td>
<td>−0.339</td>
<td>−7.10</td>
<td>1.000</td>
</tr>
<tr>
<td>SOURCE</td>
<td>0.824</td>
<td>16.80</td>
<td>0.000</td>
</tr>
<tr>
<td>IS_COMP $\times$ PRES</td>
<td>0.179</td>
<td>5.03</td>
<td>0.000</td>
</tr>
</tbody>
</table>

TABLE 4.8: Relevance ratings regression results, comparing human to computer responses.

The analysis included the binary factor SOURCE (+1 if the response came from the presented snippet, −1 if it came from a random article). We see a positive interaction between SOURCE and IS_COMP, indicating that presenting a response from a random article is more detrimental to relevance of computer-generated responses than that of the human responses. This is not surprising, as the computer-generated responses (unlike the human responses) always includes the article’s topic.

When analyzing only data on computer-generated responses, and including predictors for agenda sentiment and for presence of the knowledge base, we see that including the KB does not affect response relevance (see Table 4.9). Also, there is no interaction between KB and SOURCE, that is, the effect of presenting a response from a different article does not differ between the models with and without the knowledge base. Possibly, responses are considered as more relevant if they have more positive sentiment, but the evidence for this is fairly weak.

<table>
<thead>
<tr>
<th>Factor</th>
<th>$b$</th>
<th>$t$</th>
<th>$P(b &lt; 0)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(intercept)</td>
<td>3.603</td>
<td></td>
<td></td>
</tr>
<tr>
<td>KB</td>
<td>0.026</td>
<td>0.49</td>
<td>0.322</td>
</tr>
<tr>
<td>SOURCE</td>
<td>1.003</td>
<td>15.90</td>
<td>0.000</td>
</tr>
<tr>
<td>SENT</td>
<td>0.023</td>
<td>1.94</td>
<td>0.029</td>
</tr>
<tr>
<td>abs(SENT)</td>
<td>−0.017</td>
<td>−0.93</td>
<td>0.819</td>
</tr>
<tr>
<td>KB $\times$ SOURCE</td>
<td>−0.032</td>
<td>−0.61</td>
<td>0.731</td>
</tr>
</tbody>
</table>

TABLE 4.9: Relevance ratings regression results, comparing systems with and without KB.
4.4 Discussion and Future Work

Alongside the vast amount of research on sentiment and topic analysis, and in contrast to most generation tasks that uses artificial or pre-defined structured input, we implemented a end-to-end system that completes the full cycle from natural language analysis to natural language generation with applications in social media and automated interaction in real-world settings.

The only two other studies on response generation in social media we know of are Ritter, Cherry, and Dolan (2011) and Hasegawa et al. (2013). Ritter’s and Hasegawa’s approaches differ from ours in their objective and their approach to generation. Specifically, Ritter’s approach is based on machine translation, creating responses by directly re-using previous content. Their data-driven approach generates relevant, but not explicitly opinionated responses. In addition, both Ritter’s and Hasegawa’s systems respond to tweets, while our system analyzes and responds to complete articles. Hasegawa’s approach is closer to ours in that it generates responses that are intended to elicit a specific emotion from the addressee. However, it still differs considerably in settings (dialogues versus online posting) and in the goal itself (eliciting emotion versus expressing opinion). Thus, we see these studies as complementary to ours in the realm of response generation in social media.

Topic model prediction provides a rich form of input (probability distribution over words, according to a mix of topics), from which the current system isolates a top-ranked keyword that represents the most prominent topic. Clearly, the generation can refer to multiple topics, or integrate multiple keywords from certain topics. Using the topic model more heavily could improve the grounding, and subsequently, the relevance, of the generated responses. Furthermore, topic model word probabilities could be used in grammar-based approach to drive parts of the generation, a notion that will be explore in the second part of the research.

Likewise, our sentiment analysis component uses a general-purpose implementation that calculates a single sentiment for the entire document. In a data-driven approach, this could possibly be expanded to use a more fine-grained sentiment analysis (e.g. phrase-structure attached sentiment as in Socher et al. (2013)).

The syntactic and semantic means of expression that we used are based on bare bone templates and fine-grained POS tags (Theune et al., 2001). These may potentially be expanded with different ways to express subject/object relations, relations between phrases, polarity of sentences, and so on. Additional approaches to generation can factor in such aspects, e.g., the template-based methods in Becker (2002) and Narayan, Jr., and Roberts (2011), or grammar based methods, as in DeVault, Traum, and Artstein (2008). Using more sophisticated generation methods with a rich grammatical backbone may help to overcome the sensitivity to computer-generated response patterns as acquired by our human raters over time.

4.5 Conclusions

We presented a system for generating responses that are directly tied to responders’ agendas and document content. To the best of our knowledge, this is the first system to generate subjective responses directly reflecting users’ agendas. Our response generation architecture provides an easy-to-use and easy-to-extend solution encompassing a range of NLP and NLG techniques. We evaluated both the human-likeness and the relevance of the generated content, thereby empirically
quantifying the efficacy of computer-generated responses compared head-to-head against human responses.

Generating concise, relevant, and opinionated responses that are also human-like is hard — it requires the integration of text-understanding and sentiment analysis, and it is also contingent on the expression of the agents’ prior knowledge, reasons and motives. We suggest our architecture and evaluation method as a baseline for future research on generated content that would effectively pass a Turing-like test, and successfully convince humans of the authenticity of generated responses.\(^3\)

\(^3\)The code, training and experimental data (computer and human responses) and analysis scripts for this chapter are publicly available via http://tomercagan.com/onlg.
Chapter 5

Generating Responses: Data-Driven Generation

The limited ability of template-based generation to produce a large diversity of responses and the diminishing human-likeness scores as the survey progressed were the main conclusions drawn from the first phase of our research. As already noted by others, the expressive power of templates is as good as that of other methods (Van Deemter, Krahmer, and Theune, 2005), however, they suffer from poorer coverage (DeVault, Traum, and Artstein, 2008) and high associated authoring costs (Narayan, Jr., and Roberts, 2011).

With these observations in mind, we now turn to the second phase of our work, where we set out to explore a data-driven implementation for the opinionated response generation task. Our goal is to deliver an end-to-end system that is more flexible and robust, in the hope of getting good human-likeness and relevance scores, in a more open framework, which could work across domains and with less required coding and resource authoring efforts.

To the best of our knowledge, this is the first use of grammar-based generation methods for generating opinionated responses. To achieve this, we have to first create a relevant data set, and then study the ways in which grammar-based generation may be guided by opinionated or personal features.

Our approach to data-driven generation combines micro-planning and realization as in Konstas and Lapata (2013). In this thesis, they induce transition probabilities for predefined grammar which is used to drive both micro-planning and realization at once. Following a similar approach, the result of our data-driven learning is a decoder/generator, that, given new context and an instance of user model, generates utterance(s) which take into account the responder model, emitting grammatical language structures and appropriate lexical choices.

In the following sections we survey the formal model (5.1) and overall architecture (5.2), and then discuss in details the grammars we induced for the generation and how we acquired them from data (5.3). We finally evaluate these grammars for generation empirically, via a mix of human-based and automatic methods (5.4), and then we finalize and conclude in Section 5.5.

5.1 The Model

Similar to the model presented in Chapter 4, we define an online document, $d$, and an analysis function $c$, to extract content elements from the document. The content is intersected with the agenda, $a$, defined in our user model, for matching topics and sentiment.
Taking a data-driven approach, we aim to learn the structure of opinionated responses. Given the scheme above and a data-set of online documents and corresponding comments, we want to extract a grammar, decorated with different linguistic constructs such as phrase-structure, dependency and sentiment. A high level overview of this process is depicted in Figure 5.1.

More formally, in data-driven, grammar-based generation settings, we have the following overall objective function:

$$F(a, d) = \arg\max_{w,t} P(w, t|\phi(a \otimes c(d)))$$ (5.1)

where \( t \) is a derivation tree, and \( w \) is the yield of that tree. \( \phi \) is a dimensionality reduction function which returns the relevant features from the intersection of \( a \) and \( c(d) \). In our case, this would be sentiment and topics or lexical items. Considering some induced grammar, \( G = (N, \Sigma, R, S) \) where:

- \( N \) is a finite set of non-terminal symbols.
- \( \Sigma \) is a finite set of terminal symbols.
- \( R \) is a finite set of transition rules of the form \( X \rightarrow Y_1 Y_2 \).
- \( S \in N \) is a distinguished start symbol.

we can expand the objective function in Equation 5.1 to a distinct set of decisions:

$$P(w, t|\phi(a \otimes c(d))) = P(root|\phi(a \otimes c(d))) \times (5.2a)$$
$$P(t|root, \phi(a \otimes c(d))) \times (5.2b)$$
$$P(w|t, \phi(a \otimes c(d))) (5.2c)$$
In words, we first select a start rule, \( \text{root} \), based on the content of the intersection, \((a \otimes c(d))\) (5.2a), we then select a derivation tree, \( t \) given the \( \text{root} \) and the content (5.2b), and finally, we select the surface realization, \( w \), based on the generated tree (5.2c).

Relating this method to the concept-to-text model presented in Konstas and Lapata (2013), we can draw similarities between our chain of decisions to the set of decisions executed by their decoder: where Konstas and Lapata select records from a database, we select starting rule(s); where their model selects fields to include in the response, it may be seen as equivalent to the CFG rules that derive the tree in our model. Finally, selecting words for realizing the fields in their model is similar to selecting non-terminal symbols, that is, words, for surface realization of the response in our model.

Konstas and Lapata (2013) demonstrate data-driven generation by re-interpreting a semi-hidden Markov model that find correspondence between the decisions in each level of the hierarchy as CFG rewrite rules. We perform a similar process by using a PCFG-like grammar. Using independence assumptions, and the learned emission probabilities, Equation 5.2 can be re-written as a chain of local decisions:

\[
P(w, t|\phi(a \otimes c(d))) \approx \prod_{\text{rule} \in t} P(\text{rule}|\text{root}, \phi(a \otimes c(d))) \times \prod_{i=0}^{k} P(w_i|t, \phi(a \otimes c(d)))
\]

In Equation 5.3a we select a rule of the form \( \text{TOP} \rightarrow \text{Cat} \), where \( \text{Cat} \) is a category encompassing a phrase-structure category, possibly augmented with lexical information and sentiment relevant to the response about to be generated. In 5.3b the response tree is generated by continually selecting derivation rules from the induced grammars. Each derivation rule may make syntactic, lexical, and sentiment choices while advancing the frontier. We introduce three types of grammars (Section 5.3) and empirically compare them (Section 5.4). Note that the derivation of the tree (5.3b) is unbounded as the tree can be expanded to an arbitrary depth. In practice we limit the tree depth to 13. This gives a bound to \( i \) in the surface realization (5.3c). See Section 5.2 for further implementation details of this matter.

### 5.2 The Architecture

To follow the definition of our model and the objective function defined in the previous section, we designed a data-driven, grammar-based generation pipeline. For realizing the various decisions objectives in Equation 5.3 we need to use a variety on PCFG (Cahill and Genabith, 2006), which in addition to the components described above, also includes a transition probability component for each rule in \( R \).

The components in our pipeline includes corpus of relevant texts, a parser for processing the text and inducing grammar and emission probabilities, and an generator/decoder that uses the grammar, and given a document and a user model, generates opinionated sentences. A bird’s-eye view of this pipeline is depicted in Figure 5.2.
A preliminary step in our pipeline is the collection of a relevant corpus which contains pairs of document and corresponding user comments. The documents from the corpus are used for training a topic model which is then used during generation for topic inference, similar to the analysis step in the template-based approach in Section 4.2. The user comments are used for grammar induction and for calculating emission probabilities, and are described in more details in Section 5.3. We collected such a corpus and present it in Section 5.4.1.

To realize the goal of generation opinionated texts, we decided to jointly model opinion, structure and lexical decision in our pipeline by inducing grammar which is annotated with lexical choice and sentiment in addition to phrase-structure and dependency information. The high level grammar induction is described in Section 5.2.1.

Finally, we defined a generator which carries the generation as described in our model (Equation 5.3). As is common in tasks where the generation space is exponential, the generator uses an efficient search strategy to find and further develop the best candidates. In addition, it overgenerates and re-rank candidates. These steps are described in Section 5.2.2.

In contrast to common concept-to-text approaches, our data-driven approach for text generation is set in an unstructured context: the generation of interpersonal communication based on online content. Therefore, some preliminary processing of the corpus is required, in order to obtain the main content elements expressed and the grammatical constructs that express them.
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5.2.1 Grammar Extraction

We follow a common methodology for inducing a PCFG from our data-set: first, user comments from the corpus are parsed using an off-the-shelf parser, using different kinds of grammar we devise, to yield a parse tree for each sentence in each comment; next, the parse trees are traversed, counting all occurrences of each rule; the counts are then used to estimate the occurrence probabilities of each rule. In our case the parse trees contain unary (root with one child) and binary (root with two children) rules.

For the rest of this discussion, we will use the following notation for parse-trees and corresponding derivation rules:

\[
\begin{align*}
X & \vdash X \\
Y_i & \vdash Y_i Y_j
\end{align*}
\]

These depth-1 derivations are equivalent to CFG rules, which we indicate as:

\[
X \rightarrow Y_i \quad X \rightarrow Y_i Y_j
\]

More generally, we use \( \alpha \rightarrow \beta \) to designate either unary or binary grammar rule that corresponds to depth-1 derivations.

As for deriving rule probabilities, the trees are traversed to retrieve and count the occurrences of each \( \alpha \) and \( \alpha \rightarrow \beta \) and apply simple maximum likelihood estimation (MLE), which takes the following form:

\[
P(\alpha \rightarrow \beta) = \frac{\text{count}(\alpha \rightarrow \beta)}{\text{count}(\alpha)}
\]

In the rest of this discussion, unless stated otherwise, we have used version 3.5.2 of the Stanford Parser (Klein and Manning, 2003) through the Stanford-CoreNLP interface and with the default settings. For dependency parsing we used the grammatical structure functionality directly with a SemanticHeadFinder, and not through the StanfordCoreNLP pipeline.

The main advantage of using the Stanford libraries in the context of this thesis, is the availability of sentiment annotation at the phrase-structure level. Based on the work of (Socher et al., 2013) the parser emit a sentiment classification for each node in the phrase-structure tree. The sentiment annotation is realized through a Recursive Neural Tensor Network which is trained over a very large annotated tree-bank. In a sense, this implementation captures sentiment compositionality, clearly outperform any similar systems and is the only model that can accurately capture the effect of contrastive conjunctions as well as negation and its scope at various tree levels for both positive and negative phrases. An example of sentiment annotated constituency node can be seen in Figure 5.5(a).

In addition, the Stanford libraries are simple to get started with, requiring minimal tinkering to get up and running and give all the required functionality in one set of libraries which are flexible enough for future customization.

5.2.2 Grammar-Based Generation

Generation with grammar, at its simplest form, consists of choice of derivation rules to apply at the frontier, and gradually expending the tree derived by these rules. In a top-down approach, starting with a frontier that includes only the selected root, the tree is expanded continually by substituting non-terminals at the left-hand-side
with their daughters on the right hand side, until no more non-terminals exist. The pseudo code for generation is listed in Algorithm 1.

Algorithm 1 Basic Generation

1: procedure GENERATE
2:   root = selectRoot() ▷ select start rule
3:   processingList.add(root) ▷ add to processing list
4:   while not processingList.isEmpty() ▷ while there are nodes to process
5:     node = processingList.get() ▷ get the next node
6:     for all child in node.children do ▷ process each child of the node
7:       if not child.isTerminal() then ▷ only expand non-terminals
8:         rule = getRule(child) ▷ get rule for the child
9:         child.addChildren(rule) ▷ and add as children
10:        processingList.add(child) ▷ add to list for processing
11:     end if
12:   end for
13: end while
14: return root ▷ root now has derivation tree
15: end procedure

In view of this algorithm, several implementation notes are due. First, the implementation of processingList as a queue or a stack will determine the expansion/traversal order of the tree in breadth- or depth-first respectively. Here we used the “generic” terms list, add and get and explore the various alternatives in our implementation. Next, implementation of a node here is a simple, labeled, element with a list of children of the same type, and a function to determine if it is a terminal node or not. Selecting the root in selectRoot limits the possible rules available in expansion of the tree and hence it is an important decision. This decision may determine the topic of the responses, the desired sentiment, and crucial lexical choices (such as the head of the phrase). We discuss this when evaluating responses relevance in Section 5.4.2. Finally, Selecting the rules in getRule for expanding the tree is at the heart of this research as these rules determine the actual content of the response. We discuss this aspect further in our survey of the induced grammars in Section 5.3.

Over-Generation and Re-ranking

The generation procedure described in Algorithm 1 yields one sentence for any given root rule. In template-based or canned-text approaches one has a guarantee that the sentence is grammatical and, due to usage of a predefined lexicon, also relevant with correct lexical choices. The same does not always holds true for grammar-based methods due to the limiting independence assumptions when applying CFG rules in the derivation of the tree. Selecting rules for expansion based on local (context-free) nodes may end up in sentences which are not grammatical, due to an incoherent phrase structure, or are non-relevant in terms of content, due to wrong lexical choices.

To overcome this inherent limitation of grammar-based approaches it is common to generate multiple candidates for a specific instance of the task and employ some re-ranking or re-selection process through the generation steps (or after the
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generation has been completed) and choose from the many candidates that are being created. Re-ranking during the generation is usually done in bottom-up generators, as in chart-generation (Kay, 1996; Shieber et al., 1989). When using over-generation and re-ranking, the tree is being built from the bottom and expanded up using some heuristics which rely on various features. For example, a language model and alignment features in Konstas and Lapata (2012a).

Unlike Konstas and Lapata (2012a), which starts from a structured representation and can possibly limit the initial options explored in the leaves, we map an unrestricted user-agenda to an unstructured and open domain, hence, cannot handily create a bottom-up generator. While chart generation (Haruno, Den, and Matsumoto, 1996) is an option, we opt for top-down generation, which resembles the top-down perspective of the template-based responses in Chapter 4. Such generators can be viewed as having two phases. In the first, initial relevant rules are selected and expanded to create many possible derivation trees (or a forest). The second phase consists of searching that forest to retrieve the best trees.

Our generation algorithm then resembles the pseudo-code in Algorithm 2. Note that in this approach, we define a generation node with multiple options, each of which is equivalent to a derivation rule available for expansion within that node. These options are developed further in line 7 of the algorithm. Additional options are added for each node in line 11.

**Algorithm 2 Multi-Option Generation**

```plaintext
1: procedure GENERATEMULTI
2:     root = selectRoot() ▷ select start rule
3:     processingList.add(root) ▷ add to processing list
4:     while not processingList.isEmpty() ▷ while there are nodes to process
5:         node = processingList.get() ▷ get the next node
6:         for all option in node.options ▷ process each optional rule in the
7:             for all child in option.children ▷ process each child of the
8:                 if not child.isTerminal() then ▷ only expand non-terminals
9:                     rule = getRules(child) ▷ get rules for the child
10:                    for all rule in rules ▷ (and an optional rule)
11:                       child.addOption(rule) ▷ add to list for processing
12:                   end for
13:                 end if
14:             end for
15:         end while
16:     end for
17: end procedure
```

Note the differences in selecting and expanding multiple sets of rules in each node. As opposed to a single rule in line 8 of Algorithm 1, here in line 6 there is an additional loop processing several rules in each node, and line 9 which selects multiple possible rules for expansion.

As with many such generators, it is not feasible to search through all conceivable derivation trees as the number of possible derivations grows exponentially and hence, cannot be explored in reasonable time. We choose to use a variation on the
beam search algorithm (Reddy, 1977). In particular, we devise a methodology for scoring intermediate derivations that suits the top-down generation.

Unlike (chart) parsers and generators which work bottom-up, and hence, have a common ground for comparison – a sub-tree covering specific subset of the input – our approach does not have such common ground to compare the partial derivations. In order to be able to score partially generated trees we used a Breadth-First approach for expanding the tree, thus, advancing all derivations so that at each step of the algorithm we compare trees of the same size and develop further only the top candidates.

Our beam-search algorithm is based on the indexes of nodes in a balanced binary tree (see Figure 5.3(a)) and the fact that the parent node index can be directly calculated from the daughter’s index (Figure 5.3(b)). With this settings we defined a dynamic programming algorithm that in each step expands a list of selections of derivation rules in 1...n nodes (corresponding to a full-binary tree of n nodes) based on the best previous selection of derivation rules in 1...(n − 1) nodes. As depicted in Figure 5.3(c), the sub-tree is considered full though it can have empty nodes following terminal nodes. The pseudo code for our search can be viewed in Algorithm 3.

The idea behind the algorithm is that in each iteration, sub-trees of n nodes are developed based on the previous best trees with n − 1 nodes (line 5). Due to the binary assumption, it is trivial to retrieve the next node for expansion using the selection list (line 6). At each node the algorithm picks the best new available rules to add considering the derivation rules selected so far in ancestor nodes. The score of the new sub-tree with n nodes is trivially calculated from the previous score plus the score attached to the newly selected rule (line 8). Correspondingly, the new sub-tree consists of the selection so far plus the new selection (line 9). The score, along with the list of selected option is kept in a new intermediate list (line 10). This list is then evaluated to take the best k candidates (line 13) which are used in the next iteration of the algorithm. It is important to note that when comparing sub-trees, the average node score is used. In calculating the average the total score of the sub-tree is divided by the number of scoring nodes – these include non-terminals nodes (as terminal nodes have no selection in them). We use average node score to neutralize size differences between the compared trees.

Engineering note: By following this scheme, we are avoiding excessive use of memory. Instead of generating common sub-trees of leading candidate derivation, all the sub-trees are saved in the memory once. Different derivations are then distinguished by different selection paths. A common sub-tree is then merely a common prefix in the selection path of a derivation. Further more, only relevant (higher scoring) sub-trees are expanded further saving on the overall runtime of the algorithm.

The pseudo-code in Algorithm 3 addresses two challenges we had to tackle. The first is the termination of the generation (line 3). In bottom-up implementation the termination ends when a START node is encountered. In our case, going from the top down, there is no such stop condition. The optimal stop condition for our trees is having all branches of the tree ending with terminals. This is not trivial to evaluate as the terminal nodes could be at different heights in the tree and vary between sub-trees. What more, due to recursive rules it is possible to have an infinite derivation. For practical reasons, we decided to terminate generation at specific height of the subtree which can easily be derived from node index. In our work we selected an arbitrary yet reasonable height, that reflects the length of a
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**Figure 5.3:** (a) Indexes in full binary tree and (b) The relation between parent and daughters indexes (c) Full-binary assumption is used. In case of a terminal, \((t_5)\), all descendant nodes are marked as *empty*.

moderate sentence (13-depth). In a production systems, this value can be learned from examples.

The second challenge is the scoring of selected rules during the derivation of the tree. Since our generator encapsulates all phases of generation in one algorithm, the scoring of a derivation should account for both the syntactic and semantic qualities of the resulting sentences. In addition, we want to control the emitted sentiment (and possibly other personal attributes such as emotions). Hence, the scoring function must take into consideration the syntactic emission probability as well as lexical choice, the choice of topic, and the choice of sentiment. To this end, we define three specialized grammars we discuss in the next section.

Following the generation algorithm we needed a way to select the better output sentences. While the scoring done during rule selection are meant to take into account both syntactic and semantic considerations, the complete sentences are not guaranteed to be syntactically correct or semantically coherent. Furthermore, our scoring during the generation phase is done on local non-terminal nodes and does not take into account global context.

To account for lack of control over syntactical correctness and semantic coherence, we include an additional step that sorts the output sentences based on a probabilistic language model. The underlying assumption of language modeling is that human language generation is a random process; the goal is to represent that process via a statistical model. Using a language model, we can calculate the likelihood of a words sequence being generated in the language. For our work we used n-gram models and for each sentence we calculate the overall conditional probability of the sentence. We use Microsoft’s WebLM API which is part of the Microsoft Oxford Project (*Microsoft Cognitive Services*).

**Selecting Rules for Generation**

While the mechanics of the generation itself is relatively straightforward, when it comes to rule selection, careful decisions and tuning are required in order to achieve best results. The challenge here is to correctly select derivations so that the resulting output meets the various goals of the task – human-like, opinionated and relevant responses.

Achieving each of these goals on its own is not a simple task but the strategies for doing so are relatively clear: human-likeness or naturalness is achieved by using appropriate language constructs, hence, relates to general derivation probability; Personal or opinionated text is governed by sentiment which must be addressed
Algorithm 3 Score/Expanding Best Trees

1: procedure SCORETrees(root, k) 
2:     currentList.add(new Payload(0, "")) 
3:     while stop condition not met do 
4:         intermediateList = new List() 
5:         for all payload in currentList do 
6:             node = getNode(root, payload.selections) \(\triangleright\) (get the relevant node) 
7:                 for all option in node.getOptions() \(\triangleright\) process options in node 
8:                     score = payload.score + getScore(option) \(\triangleright\) get the score from 
9:                         adding this option 
10:                        selection = payload.selection + option.id \(\triangleright\) the new selection is the 
11:                            \(\triangleright\) selection so far plus new 
12:                                \(\triangleright\) selection in current node 
13:                            intermediateList.add(new Payload(score, selection)) \(\triangleright\) add new 
14:                                payload/candidate 
15:         end for 
16:     end while 
17: end procedure 

18: Struct Payload 
19:     score \(\triangleright\) the score of the selection 
20:     selections \(\triangleright\) the actual selection (option id) in each node so far 
21: End Struct
throughout the generation; and relevance is closely related to topic selection or topic modeling. Selecting exactly which one of the high level scoring strategies to use in each step of the generation is the tougher research question.

The first decision to make is how to select start rules. As a rule-of-thumb we use sentiment and topic at this stage. Selecting a start rule with the non-matching sentiment to the agenda will most likely not yield the right opinion for the output. The same holds true for selecting an arbitrary lexical head. Selecting "off-topic" words would most certainly not result in a relevant text and hence, topic models should be used here as well.

Traditionally, PCFG based parsing used the occurrence probabilities in order to select the most common derivations. In generation, following a similar approach will result in more “generic” output as words or expressions commonly used would appear more and have higher probabilities. Even when expanding the derivation tree in a k-best manner and using a search strategy to find the best derivations, you more often than not have a generic result with less specific, “on-topic” verbs and nouns.

Using topic-models for selecting derivations will inherently give more relevant results – a selection based on topic-model means preferring derivations that yield words related to the topic distribution of the source document or the agenda defined for generation. The drawback for this strategy is that it may result in less natural sentences with over-usage of topic-related words and less variety.

5.2.3 Implementation Notes

In addition to the challenges of defining, extracting and then, correctly using the grammar to generate meaningful responses which meet the generation goals, we encountered other specific issues which had to be addressed in order to make the generation component operate as required and output good sentences.

First, as is the case with many CFGs, recursive rules are an inherent part of natural language grammar. In parsing this issue is handle through the mechanism of the decoder – unary rules are usually handled in a separate stage, and will inherently result in a lower scored derivation since they create a deeper parse with more nodes. In case of top-down generation, there is no real mechanism to prevent the recursive rules from being reselected. A recursive rule with good scores will most certainly be reselected as there is no adjacent context to prevent it. Hence, usage of recursive rules should be handle specifically, eliminating or preventing them from being re-selected repeatedly.

Next, due to the independent nature of rules selection, there is an option to either use unary or binary rule. Selecting two daughters affects the overall score compared to only one since more scoring decisions are aggregated. Depending of the scoring scheme, this will create a bias towards one type of rules or the other. In our implementation, we decided to eliminate the unary rules by connecting a child node to grandparent node, eliminating the parent’s constituency and the child’s dependency category. An example can be seen in Figure 5.4.

Finally, in order to be able to reconstruct some language structures we had to keep track of binarized rules. The Stanford parser outputs a binary parse tree, converting rules with more than two daughters to a chain of nodes with only two daughters. In order to be able to reconstruct these deeper derivation chains we annotated the binarized daughters with additional context from their ascendants in the same binarized chain.
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5.3 The Grammars

Automatically extracted PCFGs are now a fundamental technology in state-of-the-art probabilistic parsers. These parsers most commonly deal with phrase-structure grammars, yielding grammar in which non-terminal symbols consist of constituency categories. While this representation is sufficient for many parsing applications, when it come to language generation, requirements of the grammar changes slightly.

For both parsing and generation, the grammar may consists of phrase-structure annotation, but we see other researches in which the grammar may contain other annotations. For example, lexicalized grammar (Collins, 1997) which uses non-terminal that include both constituency category, a lexical head and a modifier; or in Cahill and Genabith (2006) where the grammar include functional categories, up-arrows that point to the f-structure associated with the mother node, and down-arrows to the local node. Other generation research such as Konstas and Lapata (2012b) define their own grammar for mapping records, fields and surface realization or Yuan, Wang, and He (2015) which uses a tailored parser that augment, or align, meaning representation with natural language expressions.

As with these works, we also need to expand go past phrase-structure grammar. In the following sections we describe our base grammar which consists of phrase-structure and sentiment annotations and then present our experimentation with adding lexical heads and dependency relations into the grammar used for generation.

5.3.1 Base Grammar

A common feature which is used throughout this work is sentiment – a main theme in our research. Each node in our grammar is annotated with sentiment class:

\[ s \in [-2...2] \]

Our sentiment annotation is based on the Stanford Sentiment classification parser (Socher et al., 2013) which annotates every node in the phrase-structure parse tree with one of 5 sentiment classes. Aiming to produce opinionated/personal utterances, we think that sentiment is an obvious and relevant choice. The sentence or document level sentiment annotation which was used in the first phase give less control over the generated text. Having the sentiment annotation embedded in the grammar allows for a finer grain selection of rules when deriving a generation tree.
Thus, including sentiment annotation, the non-terminals in our constituency only grammar now also includes a sentiment class, $s_i$, $s_j$, and $s_k$ for the parent and two daughters respectively:

$$C_i[s_i] \rightarrow C_j[s_j] \rightarrow C_k[s_k]$$

With this grammar, rule selection can involve matching the node-level sentiment with the expected sentiment level of the overall sentence.

With node-level sentiment annotation, it is not uncommon to find changing sentiment within a rule; consider partial parse as appears in Figure 5.5 (a) and (b). Note that the sentiment of the parent node does not necessarily matches that of its daughters. Also, as in (b), the sentiment of the parent is not necessarily that of either daughters. Case (b) is also interesting as this kind of rule, even though it exists in the grammar, may result in sentiment mismatch further down the derivation.

A standard rule derivation of case (b) would include the rules in Table 5.1(a). In reality though, leaving such rules in the grammar may results in a mistake in generation as the pre-terminals, $VBZ[0]$ and $RB[0]$, do not carry any sentiment and hence, without using additional context, could emit neutral words, even though it is expected that the overall subtree would have a negative sentiment. This is fixed by handling these kind of cases specifically to produce the rule in Table 5.1(b).

### 5.3.2 Lexicalized Grammar

Our first modification of the basic grammar is a *lexicalized grammar* (Collins, 1997). In his research, the author suggests a generative model which includes both a constituency category and a lexical item in each non-terminal in the grammar. The motivation for that is to overcome two shortcoming of standard PCFGs: (1) Lack of Sensitivity to Lexical Information and (2) Lack of Sensitivity to Structural Preferences. While the latter issue is less relevant to our task, the former applies to generation as well: a “clean” PCFGs essentially generate lexical items as an afterthought (following generation of all the tree), conditioned only on the POS in the pre-terminals. This is a very strong independence assumption, which leads to
non-optimal decisions being made by the parser or the generator in many important cases.

In addition, for our generation task, having a lexical head in each node can help in rule selection when deriving a response tree. Instead of generating only phrase-structure derivation, which carries no lexical choice, we now introduce this knowledge into the generated sentence from the get-go, which lend itself favorably to generating a more relevant sentences.

With the addition of a lexicalized head to the nodes in our grammar, we defined the following transition rules:

\[ C_i[s_i, l_i] \rightarrow_1 C_j[s_j, l_j] \rightarrow_2 C_k[s_k, l_k] \]

or

\[ C_i[s_i, l_i] \rightarrow_2 C_j[s_j, l_j] \rightarrow_1 C_k[s_k, l_k] \]

where \( C_x \) is the constituency category, \( s_x \) is the sentiment and \( l_x \) is the lexical head of the parent and daughters, with \( x \in \{ i, k, j \} \). Note that on the right hand side there is a new lexical item, a modifier word in Collins (1997), which can come in the first or the second daughter. The other lexical term is the same in the parent and one of the daughters.

To obtain this grammar we used Stanford NLP library semantic head finder implementation. This is slightly modified version of the algorithm used in Collins (1997). This implementation chooses the semantic head verb rather than the verb form for cases with verbs and it makes similar themed changes to other categories (John Rappaport, 2016).

**Parameters Estimation for Lexicalized Grammar**

As noted in Collins (1997), there are two possible rules for a given parent: a left-rule, in which the head word is in the left daughter and the modifier on the right, \( X(h) \rightarrow_1 Y_1(h) \rightarrow_2 Y_2(m) \), and a right-rule, which is the opposite \( X(h) \rightarrow_1 Y_1(m) \rightarrow_2 Y_2(h) \). Both variants have to be accounted for in the grammar. Note that the selection of a transition rule and that of a modifier are done as two consecutive decisions. Considering the grammar above, our estimation for a left-rule emission probabilities is as follows\(^1\).

\[
P(C_j[s_j, l_i] \rightarrow_1 C_j[s_j, l_i] \rightarrow_2 C_k[s_k, l_i] | C_i[s_i, l_i]) = \frac{\text{count}(C_i[s_i, l_i] \rightarrow_1 C_j[s_j, l_i] \rightarrow_2 C_k[s_k, l_i])}{\text{count}(C_j[s_j, l_i])}
\]

and,

\[
P(l_k | C_j[s_j, l_i] \rightarrow_2 C_k[s_k, l_i] | C_i[s_i, l_i]) = \frac{\text{count}(C_i[s_i, l_i] \rightarrow_1 C_j[s_j, l_i] \rightarrow_2 C_k[s_k, l_i])}{\text{count}(C_i[s_i, l_i] \rightarrow_1 C_j[s_j, l_i])}
\]

\(^1\)And vise versa for a right rule
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5.3.3 Lexicalized Relational Realizational Grammar

Including lexical heads makes our grammar a bit more useful when creating responses. Instead of a “generic” phrase-structure derivation, with lexicalized grammar we are able to take into account the lexical choice throughout the generation process and not only at the pre-terminals; this allows us to fine-tune selection and get more relevant responses. Still, we would like our grammar to be more functional: phrase-structure brings in form – how sentences are built, but we would like to have some insight into grammatical functions of the phrase. Subject, object, tenses and grammatical gender could help us refine the response – and these concepts cannot be captured by constituency and lexical head alone.

Dependency grammar (Tesnière, 1959) captures that required information. This grammar consists of a graph of binary dependencies between syntactically or semantically related words in a sentence. The drawback of dependency grammar with respect to generation is that it is un-ordered, putting no constraint on word order. As such, it does not lend itself easily for generating.

Relational-Realizational (RR) grammar (Tsarfaty and Sima’an, 2008), combines phrase-structure and dependency annotation in one representation giving both form and function in a single parse tree.

Following the RR approach, our new grammar now looks as follows:

\[ C_i[s_i, \text{dep}_i, l_i] \rightarrow_1 C_j[s_j, \text{dep}_j, l_j] \quad C_k[s_k, \text{dep}_k, l_k] \]

Essentially, we have added to each node a functional category, \( \text{dep}_x | x \in \{i, j, k\} \), which determines its functional role with relation to its parent. With our RR grammar, we augment the phrase-structure and sentiment of the parent with a functional component which affects the selection of daughters. Our process of selecting the next rules also follows the original RR grammar definitions: in the first stage, Projection, we generate a set of grammatical relations between the children to their parent node; in the second stage, Configuration, these relations are ordered; and in the last stage, Realization, the daughters’ constituency, sentiment and lexical head are selected taking required functional role into account.

To obtain lexicalized RR trees we have followed the algorithm described in (Tsarfaty, Nivre, and Andersson, 2011). Given both a constituency parse and a dependency graph of the sentence, we follow a deterministic process of converting the dependency graph into a dependency tree and then merge it with the lexicalized phrase-structure tree. Merging is done based on matching spans over words within the sentence. The algorithms for converting the dependency graph and merging it with constituency parse is available in the aforementioned citation. Examples of phrase-structure, dependency and corresponding RR parses of the same sentence are presented in Figure 5.6.

Parameters Estimation for RR

Given the lexicalized RR trees with phrase-structure, dependency, sentiment and lexical head annotation, we can induce the lexicalized RR grammar. Following the definitions in Tsarfaty and Sima’an (2008), we induce three distinct rule-sets and occurrence probabilities, corresponding to the three stages of Projection, Configuration and Realization.

\[ C_i[s_i, \text{dep}_i, l_i] \rightarrow_1 C_j[s_j, \text{dep}_j, l_j] \quad C_k[s_k, \text{dep}_k, l_k] \text{, note } l_i \text{ is in the second daughter} \]
Figure 5.6: Annotated Phrase-Structure Tree (a) and Dependency Graph (b) parses of the same sentence, and the corresponding lexicalized RR tree (c). Note that nodes with \([s_i, l_i]\) corresponds to the nodes in the phrase-structure tree and the other nodes are the projection and configuration of the RR.
For the projection rules we consider the constituency and sentiment of the parent and looking for the dependencies of the daughters:

\[
P(\{\text{dep}_j\}_{j \in \text{deps}(i)} | \text{C}_i, \text{s}_i) = \frac{\text{count}(\{\text{dep}_j\}_{j \in \text{deps}(i)})}{\text{count}(\text{C}_i, \text{s}_i)}
\]

Note that here we consider not only the dependency annotation of the immediate daughters but the dependencies of the descendants of \(i\) which are under the same original constituency category before it was binarized. From Figure 5.7(b) one can see that for the root node, \(S[ds]\) the original dependencies includes \([dt, dv, dv]\) even though in the binarized tree (a) there are only two daughters.

The configuration estimates slightly differs from Tsarfaty and Sima’an (2008) in that where the original grammar allows for any number of daughters, we only allow two. Given a set of dependencies to realize, in the multi-daughter implementation each dependency can be realized directly while we have to keep only two daughters to accommodate our search algorithm. This means we have to realize two sets, one containing one dependency and the other the rest of the projected dependencies. Thus, the estimate considers the phrase-structure category and sentiment as above as well as the projection, and emit two sets:

\[
P(<\text{dep}_j>_{j \in \text{deps}(i)/k}, <\text{dep}_k>_{j \in \text{deps}(i)}) = \frac{\text{count}(<\text{dep}_j>_{j \in \text{deps}(i)/k}, <\text{dep}_k>_{j \in \text{deps}(i)})}{\text{count}(\text{C}_i, \text{s}_i, \{\text{dep}_j\}_{j \in \text{deps}(i)})}
\]

Our realization estimates also varies from Tsarfaty and Sima’an (2008). The original article only deals with realizing constituency, but we also have sentiment and lexical head to realize. Hence, our realization is broken into two steps, each entailing its own estimation and each realizing a set of 1 or more dependencies, namely, \(<\text{dep}_j>_{j \in \text{deps}(i)/k}\) and \(<\text{dep}_k>_{j \in \text{deps}(i)/k}\).

The first realization step selects the daughter’s constituency and sentiment \(C_j[\text{s}_j]\) (or \(C_k[\text{s}_k]\)) given the parent constituency and sentiment, \(C_i[\text{s}_i]\), and the set of dependencies to realized as determined in previous step. Note that we have two sets to realize:

\[
P(C_j[\text{s}_j]|C_i[\text{s}_i], <\text{dep}_j>_{j \in \text{deps}(i)/k}) = \frac{\text{count}(C_j[\text{s}_j])}{\text{count}(C_i[\text{s}_i], <\text{dep}_j>_{j \in \text{deps}(i)/k})}
\]

and

\[
P(C_k[\text{s}_k]|C_i[\text{s}_i], <\text{dep}_k>) = \frac{\text{count}(C_k[\text{s}_k])}{\text{count}(C_i[\text{s}_i], <\text{dep}_k>)}
\]
The second realization step realizes the lexical head of the daughter, \( l_j \) (or \( l_k \)), considering the constituency and sentiment that were realized and the parent’s constituency, sentiment and lexical head.

\[
P(l_j | C_i \{s_i, l_k\}, \text{<dep}_j > \text{j} \in \text{deps(i)}, C_j \{s_j\}) = \frac{\text{count}(l_j)}{\text{count}(C_i \{s_i, l_i\}, \text{<dep}_j > \text{j} \in \text{deps(i)}, C_j \{s_j\})}
\]

and

\[
P(l_k | C_i \{s_i, l_k\}, \text{<dep}_k > , C_j \{s_j\}) = \frac{\text{count}(l_j)}{\text{count}(C_i \{s_i, l_i\}, \text{<dep}_k > , C_j \{s_j\})}
\]

### 5.4 Evaluation

In the previous section we introduced three grammars which are designed for opinionated generation. Given these grammars we want to evaluate which grammar performs best. Our evaluation follows the architecture described in Section 5.2 – we collected a dataset, induced the three grammars and then used them to generate many responses. The generation was done with each grammar and with several sentiment levels. In part of the experiments we addressed different source documents. The resources used in the evaluation are described in Section 5.4.1.

Our evaluation followed two tracks: an automated assessment of the quality of each grammar along a few criteria which is described in Section 5.4.2, and a Turing-like test similar to the one used for evaluating the template-based responses in Chapter 4 and is described in Section 5.4.3.

#### 5.4.1 Materials

The first resource required for evaluation is a dataset that can be used for inducing grammar and for training topic model. Since no relevant dataset exist, we created a new corpus of news articles and corresponding user comments from a news site. To collect the data for our corpus we developed scripts that retrieves user comments from the NY-Times® web site through their open Community API. All-in-all we collected 151,256 random comments that were published between 2009-06 and 2015-03. We then collected the corresponding news articles from the NY-Times site itself using a simple crawler, and came up with 2,344 articles for the corresponding period and comments. In addition, to supplement the data-set we collected additional 3,099 random articles for general use (e.g. topic modeling).

Next, for our experiment, we used a subset of the corpus to induce the grammars. We selected to focus on sports news, which gave us around 3,600 news articles and 13,100 user comments that included a total of 55,700 sentences. The sentences were parsed and processed following the procedures described earlier to give us the three grammars defined in the previous section.

Finally, we simulated several generation scenarios, in order to test various aspects of the grammars and the corresponding generated responses. In each execution we set the system to generate sentences with different grammars or scoring schemes. The results of each simulation are 5,000 responses for each variant of the system, consisting of 1,000 sentences for each sentiment level in \( s \in -2, -1, 0, 1, 2 \).
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5.4.2 Automatic Measures

We conducted two experiments using automatic measures. In Experiment 1 we compared the three grammars, trying to evaluate them along three criteria: (i) Compactness, (ii) Fluency, and (iii) Sentiment Agreement. In Experiment 2 we tested one of the grammars for relevance. The experiments are described in the following sections.

Experiment 1: Comparing Grammars

In our first experiment we compared the grammars specified in Section 5.3, in order to try and identify the one that yields the best sentences. We evaluated 3 aspects of the responses: Compactness, Fluency and Sentiment Agreement. Example sentences from this experiments are presented in Table 5.2.

<table>
<thead>
<tr>
<th>Grammar</th>
<th>Sentiment</th>
<th>Sentence</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCFG</td>
<td>-2</td>
<td>(and badly should doesn’t..</td>
</tr>
<tr>
<td></td>
<td>-1</td>
<td>doesn’t of the yankees..</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>who is the the game..</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>is the the united states..</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>is the best players..</td>
</tr>
<tr>
<td>LEX</td>
<td>-2</td>
<td>is a rhyme ... mahi mahi, and, I not quote Bunny.</td>
</tr>
<tr>
<td></td>
<td>-1</td>
<td>Dumpster unipire are the villans.</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>Derogatory big names symbols wider</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>New england has been playful, and infrequent human.</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>That’s a huge award – having get fined!</td>
</tr>
<tr>
<td>RR</td>
<td>-2</td>
<td>he is very awkward, and to any ridiculous reason.</td>
</tr>
<tr>
<td></td>
<td>-1</td>
<td>the malfeasance underscores the the widespread belief.</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>the programs serve the purposes.</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>McIlroy is a courageous competitor.</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>The urgent service’s a grand idea.</td>
</tr>
</tbody>
</table>

Table 5.2: Responses generated by the system with the different grammars and sentiment levels.

- **Compactness** is a measure of how efficient the grammar is in capturing the language. A more compact grammar will realize the concepts with less complex and shallower trees. To evaluate the Compactness of the grammar we observed out of the 5000 generated sentences, which trees where complete – that is – have all the children in the tree being terminal symbols (words) \(^4\). As we see in Table 5.3, the relational realizational grammar out performed the other two grammars, yielding complete sentences in more than 95% of the responses. This means the RR Grammar capture the language in more straight forward manner, giving less complex derivation trees, which also lends itself for better performance and more control over the generation.

- **Fluency** measure is an indication of how grammatical or natural the sentences are. Based on joint probability distribution, this measure gives an indication of how common are word-sequences within the sentence. For

---

\(^4\)We set the generator for trees of maximum depth of 13. This give a potential of up to 4096 words. Inreality, the realization was of much shorter sentences and depending on the grammar, some incomplete realizations.
### Table 5.3: Mean and 95% confidence interval of language model scores, and measures of compactness and sentiment agreement. The last row, **HUMAN** compare the corresponding measurements for human responses collected online.

<table>
<thead>
<tr>
<th>Grammar</th>
<th>Avg. LM Score Mean</th>
<th>Avg. LM Score CI ±</th>
<th>Complete Sentences (%)</th>
<th>Sentiment Agreement (%)</th>
<th>Sentiment Polarity (%)</th>
<th>Avg. Length (words)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCFG</td>
<td>-79.677 ± 0.054</td>
<td>-8.937 ± 0.007</td>
<td>20.080</td>
<td>13.280</td>
<td>41.760</td>
<td>9.537</td>
</tr>
<tr>
<td>LEX</td>
<td>-73.702 ± 0.016</td>
<td>-6.534 ± 0.002</td>
<td>67.260</td>
<td>44.620</td>
<td>63.880</td>
<td>12.275</td>
</tr>
<tr>
<td>RR</td>
<td>-51.747 ± 0.011</td>
<td>-5.559 ± 0.001</td>
<td>95.740</td>
<td>43.840</td>
<td>60.960</td>
<td>9.628</td>
</tr>
<tr>
<td>HUMAN</td>
<td>-50.062 ± 0.000</td>
<td>-5.443 ± 0.000</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>10.26</td>
</tr>
</tbody>
</table>

this evaluation we used Microsoft Web ML API which return the aggregated minus-log probabilities of all 3-grams in the sentence. Using the reported joint probability we also calculated a normalized, per-word, sentence score. As can be seen in Table 5.3 the RR grammar give better results with average per word joint probability of -5.559, compare with -6.534 for Lexicalized grammar and -8.937 for PCFG. Also, for the complete sentences only, the language model score of the RR grammar is much better showing that this grammar yield more common language construct than the other two for any size sentences.

- **Sentiment Agreement** is a measure of whether or not the perceived sentiment of the response matches the input sentiment level parameter used in the generation. We want to get responses which match the input sentiment level. Sentiment Polarity assessment is a more relaxed measure that only takes into account the sign (negative, neutral or positive) of the sentiment. We see in Table 5.3 that the most accurate grammar is the lexicalized grammar. It out-scores RR grammar by a few percent in both sentiment and sentiment polarity. This shows that lexicalized grammar was more sensitive to the input sentiment. It is important to note here that the sentiment was put into play only in the initial selection of a start rules at the beginning of the generation.

### Experiment 2: Testing Relevance

Following the opinionated NLG theme, we tested for relevance of the responses. More specifically, taking the RR grammar we wanted to test whether the use of topic model will yield responses which are more closely related to the source document. For the purpose of this test we define **Topic Agreement** to be a measure that, given a specific trained topic model, determines how close the topic distribution of the source document and the response are. We used L2-metric to calculate the distance between the two inferred topic distribution vectors.

For the purpose of this test we used responses from two generators, both using the RR grammar. The first generator, same as in the previous experiment, selects the start rules based on occurrence probabilities. The second generator, **RRTM**, uses topic model to give a score based on the head words of the daughters of the start rule:
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<table>
<thead>
<tr>
<th>Grammar</th>
<th>Sentiment</th>
<th>Sentence</th>
</tr>
</thead>
<tbody>
<tr>
<td>RR</td>
<td>-2</td>
<td>they deserve it, but I is fear.</td>
</tr>
<tr>
<td></td>
<td>-1</td>
<td>the saga is correct.</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>the indirect penalty?</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>the job is correct.</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>a salaries excels.</td>
</tr>
<tr>
<td>RRTM</td>
<td>-2</td>
<td>Unfortunately, they remind that to participate in baseball.</td>
</tr>
<tr>
<td></td>
<td>-1</td>
<td>the franchise would he made?</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>Probably the LONG time .</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>In a good addition, he is a good baseball player.</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>the baseball game sublime.</td>
</tr>
</tbody>
</table>

**Table 5.4:** Responses generated by the system using emission probabilities and topic models for the start rule selection.

<table>
<thead>
<tr>
<th>Generator</th>
<th>Mean</th>
<th>Cl</th>
</tr>
</thead>
<tbody>
<tr>
<td>RR</td>
<td>0.473</td>
<td>± 0.003</td>
</tr>
<tr>
<td>RRTM</td>
<td>0.424</td>
<td>± 0.003</td>
</tr>
<tr>
<td>HUMAN</td>
<td>0.429</td>
<td>± 0.000</td>
</tr>
</tbody>
</table>

**Table 5.5:** Mean and 95% confidence interval for generators with and without topic models usage (RRTM and RR respectively). The last row, HUMAN compare the corresponding measurements for human responses collected online.

\[
\text{score}(\text{START} \rightarrow \beta) = \sum_{t=1}^{N} \sum_{i=1}^{2} \text{tm}_\text{weight}(t) * \text{word}_\text{weight}(t, l_i)
\]

where \( \text{tm}_\text{weight}(t) \) is the weight of topic \( t \) in the topic distribution of the source document, and \( \text{word}_\text{weight}(t, l_i) \) is the weight of the lexical head word \( l_i \) within the word distribution weights of topic \( t \) in the given topic model. The inner sum traverse all the daughters in \( \beta \), namely for binary rules, 1 and 2.

The results of the two generators and their average distance from the topic distribution of the source document are presented in Table 5.5. As can be seen in the table, the generator using topic model for selecting start rules (RRTM) gets topic distribution that is closer to the source’s topic distribution. The last row, HUMAN is the average distance for all the sentences used to induce the grammars. Since these sentences come from whole paragraphs is makes sense that some of the sentences are connectives and other auxiliary language and hence the RRTM model “out-performed” it.

5.4.3 Surveys

Similar to the template-based generation evaluation, we performed a human-likeness evaluation of the grammars by collecting data via an online surveys on Amazon Mechanical Turk (www.mturk.com). In the survey, participants were asked to judge whether generated sentences were written by human or computer, akin to (a simplified version of) the Turing test (Turing, 1950).
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<table>
<thead>
<tr>
<th>Grammar</th>
<th>Mean</th>
<th>CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCFG</td>
<td>2.4561</td>
<td>± 0.004</td>
</tr>
<tr>
<td>LEX</td>
<td>4.1681</td>
<td>± 0.004</td>
</tr>
<tr>
<td>RR</td>
<td>3.7278</td>
<td>± 0.004</td>
</tr>
</tbody>
</table>

Table 5.6: Mean and 95% confidence interval for the human-likeness rating of each grammar.

The participant were pre-screened through a simple qualification test that asked "At which age did you start to learn English, either from your parents/caregivers or in school?". Only participants who started to learn English at or before the age of four were allowed to participate, ensuring a good level of English proficiency. We also required that the participant were from the USA.

Each survey comprised of 50 randomly ordered trials. In each trial the survey-taker was shown a random sentence. Over the 50 trials the participant was exposed to three or four sentences from each grammar and sentiment level combination. The task was to categorize each response on a 7-point scale with labels ‘Certainly human/computer’, ‘Probably human/computer’, ‘Maybe human/computer’ and ‘Unsure’. The average human-likeness score is listed in Table 5.6. In this survey it is clear that the sentences generated by using the lexicalized grammar were perceived as most human like. This results is in contrast of the automatic evaluation we performed though this results is not surprising as noted by others before (see Section 2.4 for relevant discussion).

In addition to mean and CI we also run an ordinal mixed-effects regression, which is the theoretically correct way to analyze rating data. This is especially true considering the survey results are far from Gaussian distribution. In Table 5.7 we report the regression analysis results.

The results of the regression analysis shows the following trends:

1. Relative to Lex, PCFG is much less human-like (b=-2.89; p<.0001) and RR is a bit less human-like (b=-0.57; p<.0001).
2. The effects (1) are modulated by sentiment: more positive sentiment makes both PCFG and RR more human-like relative to Lex (respectively: b=0.18; p=.06, and b=0.62, p<.0001).
3. The effects of (1) are also modulated by sentence length in #words: longer sentences make PCFG less human-like (b=-1.30; p<.0001) but RR human-likeness is not affected by sentence length.
4. There is no main effect of sentiment (SENT) on human-likeness.
5. Longer sentences are considered less human-like (b=-0.29; p<.0001) and this is particularly the case for PCFG (see (3)).
6. The position estimate have little effect on the score (b=0.21, p<0.001). This means there is no learning effect throughout the survey. This is also modulated by sentence length. The positive effect of this estimate on the scores is most likely related to raters recalibrating their judgment as the survey progress. We believe this is more of an indicative of a psychological phenomena than something that is relevant to modeling sentence generation.

The interpretation of b-coefficients for (1) is the average difference in rating compared to Lex grammar. For (2),(3),(5) b equals the amount of change in rating
for one standard deviation change in the relevant predictor if all other predictors have their average value.

5.5 Conclusions

In this chapter we introduced a data-driven approach to opinionated text generation. We defined a framework for grammar-based generation of natural language that is both human-like and opinionated. The framework includes grammar extraction and an algorithm for using the grammar along with sentiment, topic and PCFG-like mechanism to generate opinionated sentences in social communication context.

Following the collection of a new data-set for our task, we defined a basic sentiment-augmented grammar and examined how this can be expanded for creating more relevant and informative grammars. We explored generation with three types of grammars (i) a baseline, unlexicalized, PCFG, (ii) a lexicalized grammar which includes a lexical head and modifier, and (iii) a relational-realizational grammar which also factor in dependency annotation to make the overall generation more coherent. In addition we took into account sentiment, topic modeling and general phrase structure probabilities to obtain better, more coherent and fluent, sentences for the opinionated generation task.

We evaluated the grammars with both automatic assessment and human rating. In the automated assessment we show that RR grammar was more compact and fluent based on language model while the lexicalized resulted in better sentiment-agreement. Also, we show that using topic models for rule selection yields better relevance for the grammar. In the human evaluation we learn that the lexicalized grammar was perceived as more human-like and that longer sentences are less human-like while input sentiment levels did not affect human-likeness rating.

| Factor         | $b$   | Std. Error | z-value | $P(>|z|)$ |
|----------------|-------|------------|---------|-----------|
| G-PCFG         | -2.89835 | 0.18925   | -15.315 | < 2e-16   |
| G-RR           | -0.57038 | 0.09933   | -5.742  | 9.34e-09  |
| SENT           | -0.01116 | 0.06155   | -0.181  | 0.85606   |
| NWORD          | -0.29009 | 0.05025   | -5.773  | 7.77e-09  |
| POS            | 0.21482  | 0.03596   | 5.974   | 2.32e-09  |
| G-PCFG $\times$ SENT | 0.18174 | 0.09519   | 1.909   | 0.05623   |
| G-RR $\times$ SENT | 0.61786 | 0.08811   | 7.012   | 2.34e-12  |
| G-PCFG $\times$ NWORD | -1.30530 | 0.11700 | -11.156 | < 2e-16   |
| G-RR $\times$ NWORD | 0.04585 | 0.10145   | 0.452   | 0.65130   |
| NWORD $\times$ POS | 0.10391 | 0.03697   | 2.811   | 0.00494   |

Table 5.7: Regression analysis results of the human-likeness survey.
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Discussion and Future Work

In this research we explored opinionated natural language generation, a relatively new field in NLG. We presented a model centered around a user model and analysis of online documents for topic and sentiment. Following this model, we implemented two generation systems: a simple, template-based and mostly hand-coded proof-of-concept system, and a more robust, data-driven architecture which uses induced grammars for generation of responses.

The template-based system served as a feasibility test which proved successful, as our results show close measure of identification as real responses in human-likeness and relevance measures. That phase of the research shows us that world-knowledge improves the human-likeness of responses, and that the limited ability of the template-based approach to produce a large diversity of responses limits its feasibility for use in an open domain.

We followed the first phase with a data-driven grammar-based implementation that jointly models opinions and structure in the grammar, and uses it in a generative process that combines micro-planning and surface realization. The system uses grammar to construct a derivation tree and then realizes it. In this second stage we collected a new, novel dataset for the task, defined three types of grammars and evaluated them, using both automated assessment and through human rating. We showed that the Relational-Realizational grammar scores better in automatic fluency assessment and that the lexicalized grammar was conceived as more human-like by human raters.

The combined knowledge from these two contributions points us toward a more fine-tuned usage of the data-driven, grammar-based generator. We saw that using sentiment and topics modeling can generate the required overall opinionated responses but requires a more careful, and deeper realization within the generation process, whether in a refined grammar or through more subtle scoring schemes.

What follows is a list of points which we believe are instrumental for improving further the generation of subjective, opinionated responses.

- **World Knowledge**: Our result concerning the human-likeness of $g_{khb}$ (Section 4.3.3) clearly demonstrates that semantic knowledge must be brought in to support better, and more human-like, response generation. In general, our efforts in this work are more toward micro-planning. Large-scale knowledge graphs such as Freebase\(^1\), for extracting such world knowledge, support many semantic tasks (Jacobs, 1985), and can be used for providing richer context for automatically generating human-like responses.

- **Functional Grammar**: The current grammar uses a concrete lexicalization as part of its annotation. In order to get a more general and flexible generator, these annotations can be generalized by replacing the concrete words

\(^1\)http://www.freebase.com
with abstract concepts. Such grammars would use phrase-structure, dependency and sentiment annotation along with semantic placeholders, yielding an abstract representation that can open the door for a more refined lexical usage with selection of referring expressions, verbs and so on. A natural place to start exploring such grammars could be using POS tags or Named Entity Recognition (NER, Grishman and Sundheim (1996)) to replace the lexical annotation. Another approach could be integration of Frame-semantic parses (Das et al., 2014b) into the grammar inducing steps.

- **Candidates Search Procedure**: While our approach for data-driven generation of opinionated responses is novel, the search algorithm we employed for getting the best candidates is relatively simple. The grammar was used to directly score the derived candidates based on a relatively small set of parameters reflecting the different generative stories. In addition, in the schema we developed, language models could only be applied at the end of the generation. This framework can be expanded to use a more involved scoring and ranking, based on advanced features that will be used during generation. Another approach is using modified chart generation (Haruno, Den, and Matsumoto, 1996) instead of the top-down approach we have used. This will allow integration of a language-model within the generation, evaluating the surface realization incrementally, at each iteration of the search process.

- **Macro Planning**: In this research we mainly dealt with micro-planning, which was done implicitly during derivation rule selection. The generator selected the lexical items to be used, and hence, determined the topics while generating the response tree. In future work it would be interesting to also explore the macro planning stage constructing paragraphs as opposed to sentences. As we have shown in the first phase (Section 4.3.3), the use of a knowledge-base to expand the response increases its overall human-likeness. A macro-planning phase guided by data driven knowledge-bases and ontologies could yield more interesting and relevant results.

- **Personal and Personalized Generation**: In this work, we have only used sentiment for making a personal and opinionated response. While this is a major part of personal communication – having sentiment, or agenda toward topics – we believe that exploring emotions, cynicism and other such language features can push the perceived human-likeness, and hence, the usability of such a technology. Furthermore, while we presented an approach to generate personal utterances, the technique can be further refined to be personalized to specific responders. Employing the same pipeline but using a specific corpus (for example, one that is extracted from a specific user interaction in a social network) could result in a generator that mimics a specific person.

- **Interactive Framework**: Our current development may be conceived as static in the sense that it generates responses to a specific static document. For real interpersonal communication an opinionated agent should be able to interact in a meaningful way in an ongoing dialog. Adapting our algorithm to have a temporal state representation including both semantic and mood would be a challenging yet interesting task. This can be expanded with some real-time performance constraint and adapted to Text-to-Speech applications, for examples, interaction with voice-controlled toys and other human-computer interfaces.
• **New Evaluation Methodologies**: A recent article (Zarrieß, Loth, and Schlangen, 2015) shows that reading times can predict the quality of generated text beyond the capabilities of human rating. For more accurate results we can adapt such methodology for evaluation of our generated text without relying on subjective opinions of raters. Another interesting approach is evaluation of the generated text in online context. After posting the text online, we can measure interactions with it, such as responses and shares. Such real-world evaluation could indicate that generated responses are indeed believable and engaging, and may better simulate a Turing-like test in which machine-generated responses cannot be distinguished from human responses.

• **A Theoretical/Social Investigation**: From a theoretical viewpoint, the system will clearly benefit from rigorous analysis of human interaction in online media. Responses to user-generated content on the Internet share some linguistic characteristics in structure, length and manner of expression. Studying these features theoretically and then examining them empirically using a Turing-like evaluation as presented here can take us a big step in the direction of better generation, and also better understanding of the processes underlying human response generation.

This latter understanding may be complemented with insights into the causes, motivations and intricacies of human interaction in such environments, as studied by sociologists and psychologists. Such insights could be used to refine our user model and its intersection with content from the document. In particular, our preliminary interaction with colleagues from communication studies suggests that the present endeavor nicely complements that of “persuasive computing” (Fogg, 1998; Fogg, 2002), and we hope that this collaboration will lead to valuable synergies.
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Conclusion

In this thesis we presented a novel task, opinionated natural language generation, and different ways to approach it. Thus, the contribution of this thesis is manifold.

First, we introduced the task of opinionated NLG, described its settings, gave it interdisciplinary theoretical grounding and defined the high level components that are required to solve it. At its core, we defined an online user and its interaction in online social context. We put forth an architecture and defined its main components including an analysis step for retrieving context from an online document and a generation step which intersects the document context and the user model in order to generate opinionated texts.

Next, we provided two general architectures for generation of opinionated responses. Initially we developed a working template-based proof-of-concept generation system, performed a thorough evaluation of it through a new evaluation methodology, and draw interesting conclusions as to what make online responses human-like and relevant. The results of the evaluation shows that world-knowledge improves the human-likeness of responses, and that the limited ability of the template-based approach to produce a large diversity of responses limits its usefulness in open domains.

Following that, we developed a new data-driven grammar-based approach which was designed to overcome the major shortcoming of the template-based approach. In this phase, we developed and evaluated three types of grammars – a vanilla PCFG, a lexicalized PCFG, and a relational realizational grammar – which are all also augmented with sentiment annotation in all non-terminal nodes. We defined a general search strategy through the generated response candidates. We have shown the relative strength of each grammar and the overall usefulness of sentiment and topic selection in such settings. As part our contribution we also released a new decorated data set for inducing grammars.

Our results provide new insights concerning key differences between human-generated and computer-generated responses, in the hope that this inspires further research and more sophisticated models for Opinionated NLG research.
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Abstract

Natural language traffic in social media (blogs, microblogs, talkbacks) enjoys vast monitoring and analysis efforts. However, the question whether computer systems can generate such content in order to effectively interact with humans has been only sparsely attended to. This paper presents an architecture for generating subjective responses to opinionated articles based on users’ agenda, documents’ topics, sentiments and a knowledge graph. We present an empirical evaluation method for quantifying the human-likeness and relevance of the generated responses. We show that responses generated using world knowledge in the input are regarded as more human-like than those that rely on topic, sentiment and agenda only, whereas the use of world knowledge does not affect perceived relevance.

1 Introduction

Digital media, user-generated content and social networks enable effective human interaction; so much so that much of our day-to-day interaction is conducted online (Viswanath et al., 2009). Interaction in social media fundamentally changes the way businesses and consumers behave (Qualman, 2012), can be instrumental to the success of individuals and businesses (Haenlein and Kaplan, 2009), and even affects the stability of political regimes (Howard et al., 2011; Lamer, 2012). These facts force organizations (businesses, governments, and non-profit organizations) to be constantly involved in the monitoring of, and the interaction with, human agents in digital environments (Langheinrich and Karjoth, 2011).

Automatic analysis of user-generated online content benefits from extensive research and commercial opportunities. In natural language processing, there is ample research on the analysis of subjectivity and sentiment of content in social media. The development of tools for sentiment analysis (Davidov et al., 2010), mood aggregation (Agichtein et al., 2008), opinion mining (Mishne, 2006), and many more, now enjoys wide interest and exposure, as is also evident by the many workshops and dedicated tracks at ACL venues.1 Methods are also developed for the analysis of political texts (O’Connor et al., 2010; O’Connor et al., 2013) and for text-driven forecasting based on these data (Yano et al., 2009). A related strand of research uses computational methods to find out what kind of published utterances are influential, and how they affect linguistic communities (Danescu-Niculescu-Mizil et al., 2009). Such work complements, and contributes to, studies from sociology and sociolinguistics that aim to delineate the process of generating meaningful responses (e.g., Amabile (1981)).

In contrast to these analysis efforts, the topic of generating responses to content in social media is only sparsely explored. Commercially, there is movement towards online response automation (Owyang, 2012; Mah, 2012).2 Research on user interfaces is trying to move away from script-based interaction towards the development of chatbots that attempt natural human-like interaction (Mori et al., 2003; Feng et al., 2006). However, these chatbots are typically designed to provide an automated one-size-fits-all type of interaction.

A study by Ritter et al. (2011) addresses the generation of responses to natural language tweets in a data-driven setup. It applies a machine-translation approach to response generation, where moods and sentiments already exist.

---

1E.g., the ACL series LASM http://tinyurl.com/ludykz; WASSA http://tinyurl.com/kjjdhax.
2There is a general debate on the efficiency of automated tools (Nall, 2013) and whether such tools are desirable in social media (McConnell (2012); responses to Owyang (2012)).
pressed in the past are replicated or reused. A recent study by Hasegawa et al. (2013) modifies Ritter’s approach to produce responses that elicit an emotion from the addressee. Yet, these responses do not target particular topics and are not driven by a user agenda.

The present paper addresses the problem of generating novel, subjective, responses to online opinionated articles. We formally define the document-to-response mapping problem and suggest an end-to-end system to solve it. Our system integrates a range of NLP and NLG technologies (including topic models, sentiment analysis, and the integration of a knowledge graph) to design a flexible generation mechanism that allows us to vary the information in the input to the generation procedure. We then use a Turing-inspired test to study the different factors that contribute to the perceived human-likeness and relevance of the generated responses, and show how the perception of responses depends on external knowledge and the expressed sentiment.

The remainder of this paper is organized as follows. The next section presents our proposal: Section 2.1 describes our approach, Section 2.2 formalizes the proposal, and Section 2.3 presents our end-to-end architecture. This is followed by our evaluation method and empirical results in Section 3. We discuss related and future work in Section 4, and in Section 5 we conclude.

2 The Proposal: Generating Subjective Responses

2.1 Our Approach

Natural language is, above all, a communicative device that we employ to achieve certain goals. In social media, the driving force behind generating responses is a responder’s disposition towards some topic. This topic could be a political campaign or a candidate, a product, or some abstract idea, which the responder has a motive to promote. Let us call this goal our user’s agenda.

User response generation, like any other natural language utterance generation, is triggered by a certain event that is related to the communicative goal. In a social media setting, this event is often a new online document. The document and the agenda thus form the input to our generation system. Each document and each agenda contain (possibly many) topics, each of which is associated with a (positive or negative) sentiment.

Document sentiments are attributed to the author, whereas agenda sentiments are attributed to the user (henceforth: the responder).

For each non-empty intersection of the topics in the document and in the agenda, our response-generation system aims to generate utterances that are fluent, human-like, and effectively engage readers. The generation is based on three assumptions, roughly reflecting the Gricean maxims of cooperative interaction (Grice, 1967). Online user responses should then be:

- **Economic** (Maxim of Quantity): Responses are brief and concise;
- **Relevant** (Maxim of Relation): Responses directly address the documents’ content.
- **Opinionated** (Maxim of Quality): Responses express responders beliefs, sentiments, or dispositions towards the topic(s).

2.2 The Formal Model

Let $D$ be a set of documents and let $A$ be a set of user agendas as we define shortly. Let $S$ be a set of English sentences over a finite vocabulary $S = \Sigma^*$. Our system implements a function that maps each $\langle \text{document}, \text{agenda} \rangle$ pair to a natural language response sentence $s \in S$.

$$f_{\text{response}} : D \times A \rightarrow S$$

Response generation takes place in two phases, roughly corresponding to macro and micro planning in Reiter and Dale (1997):

- **Macro Planning** (below, the analysis phase): What are we going to talk about?
- **Micro Planning** (below, the generation phase): How are we going to say it?

The analysis function $p : D \rightarrow C$ maps a document to a subjective representation of its content.\(^3\)

The generation function $g : C \times A \rightarrow S$ intersects the content elements in the document and in the user agenda, and generates a response based on the content of the intersection. All in all, our system implements a composition of the analysis and the generation functions:

$$f_{\text{response}}(d, a) = g(p(d), a) = s$$

\(^3\)A content element may conceivably encompass a topic, its sentiment, its objectivity, its evidentiality, its perceived truthfulness, and so on. In this paper we focus on topic and sentiment, and leave the rest for future research.
Each content element \( c \in C \) or an agenda item \( a \in A \) is composed of a topic \( t \) associated with a sentiment value \( \text{sentiment}_t \in [-n..n] \) that signifies the (negative or positive) disposition of the document’s author (if \( c \in C \)) or the user’s agenda (if \( a \in A \)) towards the topic. We assume here that a topic is simply a bag of words from our vocabulary \( \Sigma \). Thus, we have the following:

\[
A, C \subseteq \mathcal{P}(\Sigma) \times [-n..n]
\]

Our generation component accepts the result of the intersection as input and relies on a template-based grammar and a set of functions for generating referring expressions in order to construct the output. To make the responses economic, we limit the content of a response to one statement about the document or its author, followed by a statement on the relevant topic. To make the response relevant, the templates that generate the response make use of topics in the intersection of the document and the agenda. To make the response opinionated, the sentiment of the response depends on the (mis)match between the sentiment values for the topic in the document and in the agenda. Concretely, the response is positive if the sentiments for the topic in the document and agenda are the same (both positive or both negative) and it is negative otherwise.

We suggest two variants of the generation function \( g \). The basic variant implements the baseline function defined above:

\[
g_{\text{base}}(c, a) = s
c \in C, a \in A, s \in \Sigma^*
\]

For the other variant we define a knowledge base (KB) as a directed graph in which words \( w \in \Sigma \) from the topic models correspond to nodes in the graph, and relations \( r \in R \) between the words are predicates that hold in the real world. Our second generation function now becomes:

\[
g_{\text{kb}}(c, a, KB) = s
KB \subseteq \{(w_i, r, w_j) | w_i, w_j \in \Sigma, r \in R\}
\]

with \( c \in C, a \in A, s \in \Sigma^* \) as defined in \( g_{\text{base}} \) above.

2.3 The Architecture

The system architecture from a bird’s eye view is presented in Figure 1. In a nutshell, a document enters the analysis phase, where topic inference and sentiment scoring take place, resulting in \((\text{topic}, \text{sentiment})\)-pairs. During the subsequent generation phase, these are intersected with the \((\text{topic}, \text{sentiment})\)-pairs in the user agenda. This intersection, possibly augmented with a knowledge graph, forms the input for a template-based generation component.

**Analysis phase** For the task of inferring the topics of the document we use topic modeling: a probabilistic generative modeling technique that allows for the discovery of abstract topics over a large body of documents (Papadimitriou et al., 1998; Hofmann, 1999; Blei et al., 2003). Specifically, we use topic modeling based on Latent Dirichlet Allocation (LDA) (Blei et al., 2003; Blei, 2012). Given a new document and a trained model, the inference method provides a weighted mix of topics for that document, where each topic is represented as a vector containing keywords associated with probabilities. For training the topic model and inferring the topics in new documents we use Gensim (Rehurek and Sojka, 2010), a fast and easy-to-use implementation of LDA.

Next, we wish to infer the sentiment that is expressed in the text with relation to the topic(s) identified in the document. We use the semantic/lexical method as implemented in Kathuria (2012). We rely on a WSD sentiment classifier that uses the SentiWordNet (Baccianella et al., 2010) database and calculates the positivity and negativity scores of a document based on the positivity and negativity of individual words. The result of the sentiment analysis is a pair of values, indicating the positive and negative sentiments of the document-based scores for individual words. We use the larger of these two values as the sentiment value for the whole document.\(^4\)

**Generation phase** Our generation function first intersects the set of topics in the document and the set of topics in the agenda in order to discover relevant topics to which the system would generate responses. A response may in principle integrate content from a range of topics in the topic model distribution, but, for the sake of generating concise responses, in the current implementation we focus on the single most prevalent, topic. We pick the highest scoring word of the highest scoring topic, and intersect it with topics in the agenda. The system generates a response based on the identified

\(^4\)Clearly, this is a simplifying assumption. We discuss this assumption further in Section 4.
The generation component relies on a template-based approach similar to Reiter and Dale (1997) and Van Deemter et al. (2005). Templates are essentially subtrees with leaves that are placeholders for other templates or for functions generating referring expressions (Theune et al., 2001). These functions receive (relevant parts of) the input and emit the sequence of fine-grained part-of-speech (POS) tags that realizes the relevant referring expression. The POS tags in the resulting sequences are ultimately place holders for words from a lexicon $\Sigma$. In order to generate a variety of expression forms — nouns, adjectives and verbs — these items are selected randomly from a fine-grained lexicon we defined. The sentiment (positive or negative) is expressed in a similar fashion via templates and randomly selected lexical entries for the POS slots, after calculating the overall sentiment for the intersection as stated above. Our generation implementation is based on SimpleNLG (Gatt and Reiter, 2009) which is a surface realizer API that allows us to create the desired templates and functions, and aggregates content into coherent sentences. The templates and functions that we defined are depicted in Figure 2.

In addition, we handcrafted a simple knowledge graph (termed here KB) containing the words in a set of pre-defined user agendas. Table 1 shows a snippet of the constructed knowledge graph. The knowledge graph can be used to expand the response in the following fashion: The topic of the response is a node in the KB. We randomly select one of its outgoing edges for creating a related statement that has the target node of this relation as its subject. The related sentence generation uses the same template-based mechanism as before. In principle, this process may be repeated any number of times and express larger parts of the KB. Here we only add one single knowledge-base relation per response, to keep the responses concise.

3 Evaluation

We set out to evaluate how computer-generated responses compare to human responses in their perceived human-likeness and relevance. More in particular, we compare different system variants in order to investigate what makes responses seem more human-like or relevant.

3.1 Materials

Our empirical evaluation is restricted to topics related to mobile telephones, specifically Apple’s iPhone and devices based on the Android operating system. We collected 300 articles from leading technology sites in the domain to train the topic models on, settling on 10 topics models. Next, we generated a set of user agendas referring to the same 10 topics. Each agenda is represented by a single keyword from a topic model distribution and a sentiment value $sentiment_t \in \{-8, -4, 0, 4, 8\}$. Finally, we selected 10 new articles from similar sites and generated a pool of
1000 responses for each, comprising 100 unique responses for each combination of sentiment and system variant (i.e., with or without a knowledge base). Table 2 presents an example response for each such combination. In addition, we randomly collected 5 to 10 real, short or medium-length, online human responses for each article.

### 3.2 Surveys

We collected evaluation data via two online surveys on Amazon Mechanical Turk (www.mturk.com). In Survey 1, participants judged whether responses to articles were written by human or computer, akin to (a simplified version of) the Turing test (Turing, 1950). In Survey 2, responses were rated on their relevance to the article, in effect testing whether they abide by the Gricean Maxim of Relation. This is comparable to the study by Ritter et al. (2011) where people judged which of two responses was ‘best’.

Each survey comprises 10 randomly ordered trials, corresponding to the 10 selected articles. First, the participant was presented with a snippet from the article. When clicking a button, the text was removed and its presentation duration recorded. Next, a multiple-choice question asked about the snippet’s topic. Data on a trial was discarded from analysis if the participant answered incorrectly or if the snippet was presented for less than 10 msec per character; we took these to be cases where the snippet was not properly read. Next, the participant was shown a randomly ordered list of responses to the article.

In Survey 1, four responses were presented for each article: three randomly selected from the pool of human responses to that article and one generated by our system. The task was to categorize each response on a 7-point scale with labels ‘Certainly human/computer’, ‘Probably human/computer’, ‘Maybe human/computer’ and ‘ Unsure’. In Survey 2, five responses were presented: three human responses and two computer-generated. The task was to rate the responses’ relevance on a 7-point scale labeled ‘Completely (not) relevant’, ‘Mostly (not) relevant’, ‘Some-what (not) relevant’, and ‘ Un sure’. As a control condition, one of the human responses and one of the computer responses were actually taken from another article than the one just presented. In both surveys, the computer-generated responses presented to each participant were balanced across sentiment levels and generation functions (g_base and g_kb).

After completing the 10 trials, participants provided basic demographic information, including native language. Data from non-native English speakers was discarded. Surveys 1 and 2 were completed by 62 and 60 native speakers, respectively.

### 3.3 Analysis and Results


Table 3 shows the mean ‘computer-likeness’-ratings from 1 (‘Certainly human’) to 7 (‘Certainly computer’) for each response category. Clearly, the human responses are rated as more human-like than the computer-generated ones: our model did not generally mislead the participants. This may be due to the template-based response structure: over the course of the survey, human raters are likely to notice this structure and infer that such responses are computer-generated. To investigate whether such learning indeed occurs, a linear mixed-effects model was fitted, with predictor variables IS_COMP (+1:computer-generated, −1:human responses), POS (position of the trial in the survey, 0...
Table 2: Responses generated by the system with or without a knowledge-base (KB), with different sentiment levels.

<table>
<thead>
<tr>
<th>Response Type</th>
<th>Mean and CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Human</td>
<td>3.33 ± 0.08</td>
</tr>
<tr>
<td>Computer (all)</td>
<td>4.49 ± 0.15</td>
</tr>
<tr>
<td>Computer (-KB)</td>
<td>4.66 ± 0.20</td>
</tr>
<tr>
<td>Computer (+KB)</td>
<td>4.32 ± 0.22</td>
</tr>
</tbody>
</table>

Table 3: Mean and 95% confidence interval of computer-likeness rating per response category. ±KB indicates whether $g_{\text{base}}$ or $g_{\text{KB}}$ was used.

Table 4: Computer-likeness rating regression results, comparing human to computer responses.

<table>
<thead>
<tr>
<th>Factor</th>
<th>$b$</th>
<th>$t$</th>
<th>$P(b &lt; 0)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(intercept)</td>
<td>3.590</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IS.COMP</td>
<td>0.193</td>
<td>2.11</td>
<td>0.015</td>
</tr>
<tr>
<td>POS</td>
<td>0.069</td>
<td>4.76</td>
<td>0.000</td>
</tr>
<tr>
<td>IS.COMP × POS</td>
<td>0.085</td>
<td>6.27</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Factors Affecting Human-Likeness. Our finding that the identifiability of computer-generated responses cannot be fully attributed to their repetitiveness, raises the question: What makes a such a response more human-like? The results provide several insights into this matter.

First, the mean scores in Table 3 suggest that including a knowledge base increases the responses’ human-likeness. To further investigate this, we performed a separate regression analysis, using only the data on computer-generated responses. This analysis also included predictors KB (+1: knowledge base included, −1: otherwise), SENT (sentiment, from −8 to +8), absolute value of SENT, and the interaction between KB and POS. As can be seen in Table 5, there is no reliable interaction between KB and POS. The positive interaction suggests that more extreme sentiments are considered more human-like. Apparently, people count on computer responses to be mildly positive, whereas human responses are expected to be more extreme, and extremely negative in particular.

Survey 2: Relevance Rating. The mean relevance scores in Table 6 reveal that a response is rated as more relevant to a snippet if it was actually a response to that snippet, rather than to a dif-
Table 5: Computer-likeness rating regression results, comparing systems with and without KB.

<table>
<thead>
<tr>
<th>Factor</th>
<th>b</th>
<th>t</th>
<th>P(b &lt; 0)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(intercept)</td>
<td>4.022</td>
<td></td>
<td></td>
</tr>
<tr>
<td>KB</td>
<td>−0.242</td>
<td>−2.13</td>
<td>0.0987</td>
</tr>
<tr>
<td>POS</td>
<td>0.144</td>
<td>5.82</td>
<td>0.000</td>
</tr>
<tr>
<td>SENT</td>
<td>0.035</td>
<td>2.98</td>
<td>0.002</td>
</tr>
<tr>
<td>abs(SENT)</td>
<td>−0.041</td>
<td>−1.97</td>
<td>0.0967</td>
</tr>
<tr>
<td>KB × POS</td>
<td>0.023</td>
<td>1.03</td>
<td>0.121</td>
</tr>
</tbody>
</table>

Table 6: Mean and 95% confidence interval of relevance rating per response category. ‘Source’ indicates whether the response is from the presented text snippet or a random other snippet. ±KB indicates whether $g_{\text{base}}$ or $g_{\text{kb}}$ was used.

<table>
<thead>
<tr>
<th>Response Type</th>
<th>Source</th>
<th>Mean and CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Human</td>
<td>this</td>
<td>4.85 ± 0.11</td>
</tr>
<tr>
<td></td>
<td>other</td>
<td>3.56 ± 0.18</td>
</tr>
<tr>
<td>Computer (all)</td>
<td>this</td>
<td>4.52 ± 0.16</td>
</tr>
<tr>
<td></td>
<td>other</td>
<td>2.52 ± 0.15</td>
</tr>
<tr>
<td>Computer (−KB)</td>
<td>this</td>
<td>4.53 ± 0.23</td>
</tr>
<tr>
<td></td>
<td>other</td>
<td>2.46 ± 0.21</td>
</tr>
<tr>
<td>Computer (+KB)</td>
<td>this</td>
<td>4.51 ± 0.23</td>
</tr>
<tr>
<td></td>
<td>other</td>
<td>2.58 ± 0.22</td>
</tr>
</tbody>
</table>

Table 7: Relevance ratings regression results, comparing human to computer responses.

<table>
<thead>
<tr>
<th>Factor</th>
<th>b</th>
<th>t</th>
<th>P(b &lt; 0)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(intercept)</td>
<td>3.861</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IS_COMP</td>
<td>−0.339</td>
<td>−7.10</td>
<td>1.000</td>
</tr>
<tr>
<td>SOURCE</td>
<td>0.824</td>
<td>16.80</td>
<td>0.000</td>
</tr>
<tr>
<td>IS_COMP × PRES</td>
<td>0.179</td>
<td>5.03</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Table 8: Relevance ratings regression results, comparing systems with and without KB.

<table>
<thead>
<tr>
<th>Factor</th>
<th>b</th>
<th>t</th>
<th>P(b &lt; 0)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(intercept)</td>
<td>3.603</td>
<td></td>
<td></td>
</tr>
<tr>
<td>KB</td>
<td>0.026</td>
<td>0.49</td>
<td>0.322</td>
</tr>
<tr>
<td>SOURCE</td>
<td>1.003</td>
<td>15.90</td>
<td>0.000</td>
</tr>
<tr>
<td>SENT</td>
<td>0.023</td>
<td>1.94</td>
<td>0.029</td>
</tr>
<tr>
<td>abs(SENT)</td>
<td>−0.017</td>
<td>−0.93</td>
<td>0.819</td>
</tr>
<tr>
<td>KB × SOURCE</td>
<td>−0.032</td>
<td>−0.61</td>
<td>0.731</td>
</tr>
</tbody>
</table>

this is fairly weak.

4 Related and Future Work

In contrast to the vast amount of research on sentiment and topic analysis, as well as generation tasks in which the input is artificial or pre-defined, our system implements a full end-to-end cycle from natural language analysis to natural language generation with applications in social media and automated interaction in real-world settings.

The only two other studies on response generation in social media we know of are Ritter et al. (2011) and Hasegawa et al. (2013). Ritter’s and Hasegawa’s approaches differ from ours in their objective and their approach to generation. Specifically, Ritter’s approach is based on machine translation, creating responses by directly re-using previous content. Their data-driven approach generates relevant, but not opinionated responses. In addition, both Ritter’s and Hasegawa’s systems respond to tweets, while our system analyzes and responds to complete articles. Hasegawa’s approach is closer to ours in that it generates responses that are intended to elicit a specific emotion from the addressee. However, it still differs considerably in settings (dialogues versus online posting) and in the goal itself (eliciting emotion versus expressing opinion). Thus, we see these studies as comple-
mentary to ours in the realm of response generation in social media.

A natural contact point of our work with other existing work in social media analysis is the investigation of how a change in the implementation of individual components (e.g., topic inference or sentiment scoring) would affect the result of the overall generation. In particular, it would be interesting to test whether a novel mechanism for joint inference of topic/sentiment distributions could lead to improvement in the human-likeness of the generated responses.

The syntactic and semantic means of expression that we use are based on bare bone templates and fine-grained POS tags (Theune et al., 2001). These may potentially be expanded with different ways to express subject/object relations, relations between phrases, polarity of sentences, and so on. Additional approaches to generation can factor in such aspects, e.g., the template-based methods in Becker (2002) and Narayan et al. (2011), or grammar based methods, as in DeVault et al. (2008). Using more sophisticated generation methods with a rich grammatical backbone may combat the sensitivity to computer-generated response patterns as acquired by our human raters over time.

Furthermore, our result concerning the human-likeness of $g_{rb}$ clearly demonstrates that semantic knowledge must be brought in to support better, and more human-like, response generation. Large-scale knowledge graphs such as Freebase support many semantic tasks (Jacobs, 1985), and can be used for providing richer context for automatically generating human-like responses.

From a theoretical viewpoint, the system will clearly benefit from rigorous analysis of human interaction in online media. Responses to user-generated content on the Internet share some linguistic characteristics in structure, length and manner of expression. Studying these features theoretically and then examining them empirically using a Turing-like evaluation as presented here can take us a big step in the direction of better generation, and also better understanding of the processes underlying human response generation.

This latter understanding may be complemented with insights into the causes, motivations and intricacies of human interaction in such environments, as studied by sociologists and psychologists. In particular, our preliminary interaction with colleagues from communication studies suggests that the present endeavor nicely complements that of “persuasive computing” (Fogg, 1998; Fogg, 2002), and we hope that this collaboration will lead to valuable synergies.

Finally, bridging the gap between the technical and the theoretical, it would be fascinating to test the responses in the context for which they are generated – social media. Generated texts may be posted as a response to the original article, or shared with a link of the original article, followed by measuring the responses to, and shares of, that response. Such real-world evaluation could indicate that generated responses are indeed believable and engaging, and may better simulate a Turing-like test in which machine-generated responses cannot be distinguished from human responses.

5 Conclusion

We presented a system for generating responses that are directly tied to responders’ agendas and document content. To the best of our knowledge, this is the first system to generate subjective responses directly reflecting users’ agendas. Our response generation architecture provides an easy-to-use and easy-to-extend solution encompassing a range of NLP and NLG techniques. We evaluated both the human-likeness and the relevance of the generated content, thereby empirically quantifying the efficacy of computer-generated responses compared head-to-head against human responses.

Generating concise, relevant, and opinionated responses that are also human-like is hard — it requires the integration of text-understanding and sentiment analysis, and it is also contingent on the expression of the agents’ prior knowledge, reasons and motives. We suggest our architecture and evaluation method as a baseline for future research on generated content that would effectively pass a Turing-like test, and successfully convince humans of the authenticity of generated responses.5
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